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Welcome to IMA12

The International Marangoni Association coordinates the conferences of the International Marangoni
Association (IMA). The objective of IMA12 is to foster the advancement and dissemination of
knowledge on interfacial fluid dynamics and processes. IMA encourages scientists, engineers, students,
postdoctoral researchers, and university faculty to share and discuss the latest developments in the field.

The 12th Conference of the International Marangoni Association in Madrid (2025) will continue
the tradition of previous IMA conferences held in Gießen, Germany (2001); Brussels, Belgium (2004);
Gainesville, FL (2006); Tokyo, Japan (2008); Florence, Italy (2010); Haifa, Israel (2012); Vienna,
Austria (2014); Bad Honnef, Germany (2016); Guilin, China (2018); Iasi, Romania (2022); and
Bordeaux, France (2023).

The Organizing Committee thanks Nebrija University for its support in organizing this International
Conference.

Santiago Madruga
Conference Chair of IMA12
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Session 1 – Evaporation and Condensation
Monday June 9, 10:00–11:00



Noncircular Deposition from Sessile Droplet Phase Change on Patterned Substrates

Fei Duan1

1School of Mechanical and Aerospace Engineering, Nanyang Technological University, 50 Nanyang Avenue,
639798, Singapore, Singapore feiduan@ntu.edu.sg

In the sessile droplet phase change, the abnormal wetting and deposition patterns can be formed. It
can broadly be seen in nature and applications in printing, biomedical diagnose, coating, thermal man-
agement, etc. However, the mechanism has not fully been understood. Especially, noncircular wetting
and drying are interesting phenomena with the more application of textured surface. The previous sessile
droplets investigated on the wetting and drying were reported on the micropyramid structured substates.
The water-ethanol binary droplets on the substrate with the micropyramid cavities [1] showed that the
droplets formed octagonal initial wetting areas on the substrate. With an increase of ethanol concentra-
tion increases, the side ratio of the initial wetting octagon increases. The increasing side ratio indicates
that the wetting area transforms from an octagon to a square shape. The droplets demonstrate a pinning-
depinning transition during the evaporation. The distinct spontaneous wetting transitions in surfactant
solution droplets drying was demonstrated on the micropyramid patterned surface [ 2 ]. At low initial
surfactant concentrations, the droplet maintains an octagonal shape to the end of drying. At intermediate
initial surfactant concentrations, the early octagon first spreads to a square, and then evolves to a stretched
rectangle. At high initial surfactant concentrations, the droplet exhibits the octagon-to-square transition,
and the square shape is maintained to the end of evaporation. It is suggested that the surfactant deposition
accumulates near the contact line could raise the local viscosity and enhance the pinning effect, leading
to the great suppression of the “square-to-rectangle” transition. In the present study, we have experi-
mentally investigated the wetting interface shape and evaporative dynamics of particle-laden droplets on
the micropyramid substrates by changing the concentrations and sizes of microscale particles, which is
found to modify the particle deposition with the octagonal shape. The small particles tend to create oc-
tagonal outer rings while the larger particles can produce more evenly distributed depositions. At a high
particle concentration, the particles adsorbed at the droplet liquid–air interface form an agglomerate and
deposit toward the centerline, leading to the crater-shaped patterns. The simulation with changing the
particle concentrations and Marangoni numbers shows the similar trend with the experimental results.
At the end, the wetting behaviors of sessile droplets are introduced in the special designed substrates to
form the controlled noncircular deposition patterns. [The author thanks the support from MOE Tier 1 -
RT16/22].

[1] ] H. Feng, K. S.L. Chong, K.S. Ong, and Fei Duan, “Octagon to square wetting area transition of wate-
ethanol droplets on a micropyramid substrate by increasing ethanol concentration”, LANGMUIR 33, 1147-
1154 (2017).

[2] ] X. Zhong, J. Ren, S.L. Chong, K.S. Ong, and Fei Duan, “Wetting transition at a threshold surfactant concen-
tration of evaporating sessile droplets on a patterned surface”, LANGMUIR, 35, 4509-4517 (2019).
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Near-critical spreading and evaporation of droplets

Raphael Saiseau1,2,3, Ulysse Delabre2 and Jean-Pierre Delville3

1Univ. Bordeaux, CNRS, LOMA, UMR 5798, Talence, F-33400, France ,
2Department of Physics, University of Konstanz, 78464, Konstanz, Germany,

3raphael.saiseau@uni-konstanz.de

The study of hydrodynamics at increasingly small scales raises fundamental questions about the va-
lidity of the classical hydrodynamics hypothesis as the system size approaches the interface thermal
fluctuations length scale. More generally, for multi-scales systems, the interplay between macroscopic
hydrodynamics and microscopic statistical physics is expected to play a role. For example, phase-field
simulations have predicted that viscous dissipation singularities at moving contact lines can be regu-
larised through evaporation-condensation mechanisms.

To explore this question, we use a two-phases liquid system close to a critical point of demixtion
showing diverging fluctuations of composition. Using the radiation pressure of a laser, a single liquid
droplet of one phase is formed into the other and can be moved to coalesce on a substrate. We present
an experimental and numerical investigation of this droplet spreading while varying the proximity to the
critical point [1]]. Surprisingly, the viscous spreading regime is robustly verified even close to the critical
temperature but shows a diverging contribution to the viscous stress that is attributed to the vanishing of
a prewetting layer thickness. The system also shows thermodynamic instability as the droplet simulta-
neously shrinks in size, analogous to evaporation. This shrinking behavior is then explored for spheri-
cal aerosols droplets and shows curvature but also a new unexpected gravity induced diffusion-limited
regimes [2]]. By unraveling new mechanisms on the coarsening and wetting of nucleated domains, char-
acterised at the single domain scale, these results are of fundamental importance for phase separation
processes.

FIG. 1: a) Phase diagram in representation temperature and composition (T , ϕ) of a microemulsion close to a
critical point at (TC , ϕC). The coexistence line fixes the composition difference ∆ϕ for a temperature quench ∆T
in the two-phases region. Here ϕ denotes the concentration in water micelles in oil. b) Near-critical demixed liquid
phases 1 and 2 at a temperature T = TC + ∆T with phase compositions ϕ1 and ϕ2 = ϕ1 −∆ϕ. The horizontal
interface is deformed by the radiation pressure of a focused laser. For large enough power, an optical instability
leads to a jet formation forming picoliters droplets. c) Images sequences of droplets of phase 1 surrounding by
phase 2 spreading on a glass substrate for two different temperatures T+ and T−, with T− being closer to TC .
d) Images sequence of a droplet of phase 1 decaying in phase 2 while rising towards the flat interface.

[1] Saiseau, R., Pedersen, C., Benjana, A., Carlson, A., Delabre, U., Salez, T., & Delville, J. P.,, Near-critical
spreading of droplets, Nature Communications, 13(1), 7442 (2022).

[2] Saiseau, R., Truong, H., Guérin, T., Delabre, U., & Delville, J. P., Decay dynamics of a single spherical
domain in near-critical phase-separated conditions. Physical Review Letters, 133(1), 018201 (2024).
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Vapor-mediated wetting and imbibition control on micropatterned surfaces

Ze Xu1,2, Raphael Saiseau1,3 and Stefan Karpitschka1,4

1Department of Physics, University of Konstanz, 78464, Konstanz, Germany, 2ze.xu@uni-konstanz.de,
3raphael.saiseau@uni-konstanz.de, 4stefan.karpitschka@uni-konstanz.de

Wetting and evaporation of droplets on micropatterned surfaces is ubiquitous in nature and key to
many technological applications, such as water/ice-proof coatings, spray cooling, inkjet printing, and
semiconductor surface processing. Significant effort has been devoted to overcoming the intrinsic,
chemistry- and topography-governed wetting behaviors of such surfaces, but most strategies require
specific materials and/or patterns, thus limiting their practical use.

Here, we show that the spreading and wicking of water droplets on hydrophilic surface patterns can
be controlled and even temporarily inhibited by the presence of the vapor of a low surface tension liquid
(Fig. 1(a)(b)). We show that this delayed wicking arises from Marangoni forces due to vapor condensa-
tion at the droplet periphery, competing with the capillary wicking forces of the surface topography (Fig.
1(c)). Thereby, macroscopic droplets can be brought into an effective apparent wetting behavior that is
independent of the surface topography, but coexists with a wicking film, playing the role of a wetting
precursor, but on mesoscopic scales. Since the phenomenon emerges from physical effects like surface
tension and fluid flow, it can be generalized to various material systems and surface patterns. We further
demonstrate how modulating the vapor concentration in space and time can be used to guide droplets
across patterns (Fig. 1(d)(e)) or even extract liquid from fully imbibed films, devising new strategies for
coating, cleaning and drying of functional surface designs.

FIG. 1: a, Schematic of the experimental setup and SEM image of a micropillar decorated silicon wafer. b, Wicking
of water into hydrophilic textures (images from top and side aspects) is delayed more than 100-fold in an isopropyl
alcohol (IPA) vapor atmosphere. A Marangoni-contracted droplet, agnostic of the surface pattern, coexists on top
of a wicking film. Only after ∼ 80 s, the film expands gradually at the expense of the droplet, finally evaporating
from the imbibed state after ∼ 150 s. c,∼Schematic of the liquid conformation: a macroscopic droplet connected
to a film that thins but remains pinned to the pillar caps. d,∼Droplet motion on a homogeneous square lattice with
IPA vapor gradient. e,∼Droplet forced along a square pillar lattice within ”S”-shaped bounds by a vapor gradient
in x-direction.
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Effect of Substrate Topography on Evaporating Film

Senthil Kumar Parimalanathan1,3, Alexey Rednikov1, Adam Chafai1, Robin Maximilian Behle2,
Tatiana Gambaryan-Roisman2,4 and Pierre Colinet1

1TIPs Laboratory, Université libre de Bruxelles, Avenue F.D. Roosevelt 50, Brussels 1050, Belgium
3senthil.parimalanathan@ulb.be

2Institute for Technical Thermodynamics, Technical University of Darmstadt, Peter-Grünberg-Strasse 10,
Darmstadt, Germany 4gtatiana@ttd.tu-darmstadt.de

I. INTRODUCTION

Thin film evaporation plays a crucial role in industrial applications such as film coating, electronic
cooling, and food processing. Temperature gradients in evaporating films can induce long-wave thermo-
capillary instabilities, leading to spontaneous rupture and dry-out [1], which can cause overheating and
system failures. This issue is particularly important in microgravity, especially for capillary-driven ther-
mal management systems, such as heat pipes and propellant storage devices. ESA has initiated research
on thin film evaporation in microgravity to address these challenges. As part of the Marangoni in Film
space project, we are investigating these instabilities on-ground conditions to enable meaningful compar-
isons with future space-based experiments. Here, we focus on controlling thermocapillary instabilities
by modifying the substrate topography.

II. EXPERIMENTS AND DISCUSSION

Experiments were conducted using a small rectangular cell (25 × 25 × 27 mm3) with a 18 × 18 mm2

wide, and 0.5 mm deep square cavity at its base, similar to our recent work [2]. The cell comprises two
aluminum walls and two plexiglass windows that enable laser interferometry observations. A vapor duct
mounted above the cell directed evaporating vapor away from the windows, and the setup was placed on a
high-precision scale to monitor mass loss. Vapor cloud was analyzed using laser interferometry, while an
infrared camera captured thermocapillary-induced instabilities from above (see Fig. 1). Hydrofluoroether
(HFE) 7100 served as the working fluid. This study investigates how substrate topography (plain and
wavy) influences long-wave instabilities in the liquid, with potential supporting simulation results for
comparison.

FIG. 1: [a] Thermocapillary instabilities on a plain substrate captured using an infrared (IR) camera. Hexago-
nal patterns are observed at t= 2 s after injection [b] Comparison of evaporation rates obtained from mass loss
measurements and optical interferometry. The solid lines represent evaporation rates measured at different heights
from the liquid interface (0 mm). A good agreement is observed between interferometric measurements and mass
loss data.
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[1] Davis, S. H., Thermocapillary instabilities, Annual Review of Fluid Mechanics, 403-435 (1987).
[2] Parimalanathan et al., Ground tests for a future space experiment: Evaporation rates through a centimetric
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11



Session 2 – Phase field and multiphase
systems

Monday June 9, 11:30–12:45



Compressible phase field model for investigating bubble rise near the liquid- vapor
critical point

Deewakar Sharma1, Arnaud Erriguible2 and Sakir Amiroudine1

1Université de Bordeaux, I2M, UMR CNRS 5295, Talence F-33400, France
2Bordeaux INP, ICMCB, UMR 5026, F-33600 Pessac, France.

Recent technological advancements addressing some of the key global challenges such as, efficient
energy processes for climate change, search for alternate fuels etc., have pushed the operating conditions
in processes to high pressure and/or temperature conditions. The fluid in these systems is thus subjected
to thermodynamic conditions which are close and sometimes, even cross the liquid-vapor critical point
(termed as the critical point henceforth). The peculiarity of the critical point lies in the behavior of various
thermophysical properties showing singularity at the critical point [1]. One such unusual behavior is
the high isothermal compressibility of the liquid phase which becomes comparable to that of vapor
phase when approaching the critical point. For understanding complex fluid dynamics near the liquid
vapor critical point, the first step lies in understanding the two-phase flow with both phases being highly
compressible yet being in subsonic regime and in isothermal conditions. This necessitates developing an
appropriate model which can account for compressibility of both the phases. In this work, we address
this gap in the literature by proposing a two-phase model based on phase-field modeling. The literature is
abundant with studies using phase-field method for incompressible fluids while for compressible fluids,
several studies have used diffuse interface method (similar to phase-field method but using density as
a parameter to distinguish between the two phases). The model proposed in this work is based on
using a scalar phase field parameter ϕ denoting mass fraction of phase 2 to distinguish between the
two phases, the advantage being able to define interface thickness which is computationally realistic.
Some previous works have demonstrated these models, primarily from mathematical aspects, and no
attempt has been proposed to make practical demonstration of the physical test cases [2]. Further, as
the proposed model can incorporate compressibility of both the phases independently, the model can
also be used for a wide range of two-phase systems of varying compressibility, i.e. incompressible-
incompressible, compressible-incompressible etc. We validate the model using various canonical cases
–rise of lighter fluid bubble in a heavier fluid for density ratio of 10 and 1000 and present a comparison
with the experimental studies for the rise of oxygen bubbles in the liquid oxygen at the thermodynamic
conditions where the compressibility of both the phases cannot be neglected.

I. GOVERNING EQUATIONS

The phase field model considered in the present work uses mass fraction as the order parameter (ϕ)
as described in [2] in conjunction with the compressible model as described in [3, 4]. The governing
momentum equation for compressible fluid in terms of the scalar variable (ϕ) can be written as [2],

dV

dt
= −∇P +∇(ρᾱ|ϕ|2 − ρᾱ(∇ϕ⊗∇ϕ)) +∇ · (µ∇V) +∇((λ+ µ)∇ ·V) (1)

Here, the variables β̄ and ᾱ appear in the total free energy of the system given by, ρβ̄f0(ϕ) + ρ ᾱ
2 |∇ϕ|2

and are related to the surface tension and the interface thickness. Further, f0(ϕ) = ϕ2(1 − ϕ)2 defines
the classical double-well potential form of the bulk free energy. For a compressible isothermal system,
the equation of state defining the relation between pressure, order parameter, and density and can be
described by P = P (ρ, ϕ). We can therefore write for small variations in P with ϕ and ρ with time as,

dP

dt
= − 1

χT
∇ ·V +

(
∂P

∂ϕ

)
T,P

dϕ

dt
(2)
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FIG. 1: Test cases comparing the bubble rise dynamics for: (from left to right)- density ratio 10 at t = 3s |
Comparison with experimental work for rise of oxygen bubble in liquid oxygen at 90.1K where compressibility of
liquid phase is ∼ 10 times that of water | Bubble rise velocity for two different proximities to the critical point.

Here, χT is the isothermal compressibility. Further, from thermodynamics, we know P = ρ2(∂fb∂ρ ) where
fb = ρβ̄f0 denoting the total free bulk energy. By integration of Eq. (2) over a small timestep, we get
P = P 0−∇ ·V δt 1

χT
+Y δt, with Y = ρβ̄f ′

0∇· (M∇η), η = δFV
δϕ denoting the chemical potential, and

P 0 being the reference pressure. Substituting this expression of pressure in Eq. (1) we get,

ρ
dV

dt
= −∇

(
P 0 −∇ ·V δt

χT
+ Y δt

)
+∇(ρᾱ|ϕ|2 − ρᾱ(∇ϕ⊗∇ϕ)) (3)

+∇ ·
(
µ

(
∇V +∇tV − 2

3
∇ ·VI

))
This momentum equation is solved with continuity equation to obtain density field while pressure is
calculated using the expression presented above. The phase-field variable (ϕ) is evaluated from Cahn-
Hilliard equation in order to complete the model and can be written as,

∂ϕ

∂t
+V · ∇ϕ =

1

ρ
∇ · (M∇η) (4)

The mobility parameter M is evaluated based on adaptive thickness approach as described in [5].

II. RESULTS

The model has been tested for several test cases as mentioned previously. Here, we present results
for the rise of a lighter incompressible fluid in heavier medium with density ratio 10 and experimental
comparison where a bubble of oxygen rises in liquid oxygen [6]. In the former case, to account for incom-
pressibility of both the phases, their compressibility was set to be very small value (χT = 10−14 Pa−1)
rendering their behavior to be incompressible to the numerical precision. Figure. 1 compares the results
obtained with the current model with those obtained from fully incompressible model [5]. Comparison
for the rise of an oxygen bubble in the liquid oxygen at 90.1 K and pressure of 1 bar with gravity being
0.4g as described [6] shows also a good agreement with experimental data. Finally, we present a test case
of the rise of a vapor bubble for two different proximities to the critical point and an unusual oscillating
behavior while rising is observed. At this stage, we attribute this behavior to the stratified density profile
in a liquid due to its high compressibility.

III. CONCLUSIONS

The presented work highlights a new model which permits to account for fluid compressibility of
each phase separately and thus has been used to study bubble rise near the liquid-vapor critical point. An
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interesting behaviour in bubble rise is observed where the bubble oscillates and is ascribed to dominance
of stratification of density in liquid phase over the bubble rise. A further investigation of bubble rise in a
stratified compressible near-critical liquid will be undertaken.

[1] B. Zappoli, D. Beysens, Y. Garrabos, Heat Transfers and Related Effects in Supercritical Fluids, 1st ed.,
Springer Netherlands, 2014. https://doi.org/10.1007/978-94-017-9187-8.

[2] Z. Guo, P. Lin, A thermodynamically consistent phase-field model for two-phase flows with thermocapillary
effects, J. Fluid Mech. 766 (2015) 226–271. https://doi.org/10.1017/jfm.2014.696.

[3] S. Amiroudine, J.P. Caltagirone, A. Erriguible, A Lagrangian–Eulerian compressible model
for the trans-critical path of near-critical fluids, Int. J. Multiph. Flow 59 (2AD) 15–23.
https://doi.org/10.1016/j.ijmultiphaseflow.2013.10.008.

[4] D. Sharma, A. Erriguible, S. Amiroudine, Numerical modeling of the impact pressure in a compressible liquid
medium: application to the slap phase of the locomotion of a basilisk lizard, Theor. Comput. Fluid Dyn. 31
(2017) 281–293. https://doi.org/10.1007/s00162-017-0422-4.

[5] D. Sharma, M. Coquerelle, A. Erriguible, S. Amiroudine, Adaptive interface thickness based
mobility—Phase-field method for incompressible fluids, Int. J. Multiph. Flow 142 (2021) 103687.
https://doi.org/10.1016/j.ijmultiphaseflow.2021.103687.
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Using a hybrid porous materials of a new generation in water purification process

Dominika Zabiega1,2,4, Daniela Placha2, Marcos Levi Cazaes3 and Fabio Dias de Sousa3

1Department of Mechanical and Construction Engineering, Faculty of Environment and Engineering,
Northumbria University, NE1 8ST Newcastle upon Tyne, United Kingdom

4dominika.zabiegaj@northumbria.ac.uk
2CEET, VSB-Technical University of Ostrava, Nanotechology Centre, Ostrawa, Czech Republic

3Department of Industrial Chemistry, UFBA - Federal University of Bahia, Salvador de Bahia, Brazil

Vermiculite (VMT) is known to have excellent antibacterial and sorption properties (removal of
anti-inflammatory drugs, dyes, heavy metals, bio-recalcitrant compounds, nitrogen, and phosphate com-
pounds). Organically modified vermiculites are also well-known nanostructured adsorbents of organic
compounds from water or gaseous phases, similar to organically modified smectites or bentonites. The
Activated Carbon (AC) famous for extraordinary antiseptic properties and very high specific surface
area, therefore, by merging the properties of AC and VMT in the foam form, we can achieve a new
generation of materials that have high multielement sorption capacities and antibacterial properties,
capturing contaminants and preventing the bacteria colony formation in water storages/systems for a
long time. Additionally, having a very high specific aria and specifically tailored opened structure,
allows fast penetration and treatment of a contaminated water though the large and highly selective area
derived from porous structure of a foam itself and additional porosity given by mixed AC and VMT.

The presented work highlights the advancements in the sustainable materials that can be hired as
filters/absorbents actively capturing i.e. Uranium and other heavy metals, other pollutants providing
antiseptic capacities of the filters with a wide industrial application such as hydrogen production, long
term space missions, CO2 capturing and waste management.

FIG. 1: Freestanding porous monoliths based on: VMT (a), AC (b), VMT-AC (c), AC-VMT (d)

[1] D. Zabiegaj, D. Giuranno, M. T. Buscaglia, L. Liggieri, F. Ravera, Activated carbon monoliths from particle
stabilized foams, Microporous and Mesoporous Materials 239 (2017), 45-53
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Faraday Instability of an Isothermal Binary Mixture Described by a Phase Field

Michael Bestehorn1,3, Rodica Borcia1, Deewakar Sharma2 and Sakir Amiroudine2

1Institut füur Physik, BTU, 03044, Cottbus, Germany, 3bestehorn@b-tu.de
2I2M UMRCentre National de la Recherche Scientifique 5295, Université Bordeaux, Talence, F-33400 ,

We study a binary fluid mixture using a phase field description. We consider a fluid pair that is
immiscible for temperatures below a critical one (consolute temperature, Tc) and miscible above Tc. We
derive an extended phase field equation that allows to move from the immiscible state (governed by a
Cahn-Hilliard equation) to the miscible state (ruled by a species diffusion equation), where a uniform
temperature serves as control parameter.

The whole system is mechanically excited showing Faraday instability of a flat interface. A linear
stability analysis is performed for the stable case (interface waves) as well as for the unstable Faraday
one. For the latter, a Floquet analysis shows the well-known Arnold’s tongues as a function of the con-
solute temperature and the depth of the layer. Moreover, 2D finite difference simulations are performed
allowing to model nonlinear flow patterns both in miscible and immiscible phases, see the figure below.
Linear theory and non-linear simulations show interesting results such as the diminishing of wavelength
of Faraday waves or a shift of the critical vibration amplitude when the consolute temperature is ap-
proached [1].

FIG. 1: Faraday instability of an immiscible fluid pair below Tc, from [1]

[1] M. Bestehorn, D. Sharma, R. Borcia and S. Amiroudine, Faraday instability of binary miscible/immiscible
fluids with phase field approach, Phys. Rev. Fluids 6, 064002 (2021).
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Electrolubrication and giant slip in flowing liquid mixtures

Roni Kroll1 and Yoav Tsori2

1,2Department of Chemical Physics, 84105 Beer Sheva, Israel , 1krollr@post.bgu.ac.il,
2tsori@bgu.ac.il

We describe theoretically the “electrolubrication” occurring in liquid mixtures flowing in charged
pores. For a mixture of two liquids, field-induced phase separation occurs near the solid surface. The
electrostatic adsorption of a low viscosity liquid at the surfaces manifests as a giant effective slip length.
These lubrication layers facilitate larger strain at a given stress. They reduce the total viscous drag in
the pore, enhancing markedly the total flux. The thickness of the lubrication layers depends on the
Debye length and the mixture correlation length. The effect is strong if the viscosities of the liquids are
sufficiently different, the volume fraction of the less viscous liquid is small, the gap between the surfaces
is small, and the applied potential is large. The maximum liquid velocity and flux are increased by a
factor α. In most liquids, α ∼ 1–10, and in mixtures of water and glycerol α ∼ 80–100 under relatively
small potentials.

FIG. 1: Top: Flow of a homogeneous mixture between two solid walls driven by a pressure gradient. The flow
profile is the classic Poiseuille (parabolic) one. Arrows indicate the liquid velocity. Right: The velocity profile
when the surfaces are charged (e.g., when connected to an external potential). The mixtures demixes locally; faint
blue color indicates the more polar liquid component. When the adsorbed liquid is the less viscous one, as in
the case of water and glycerol, these lubrication layers change the flow profile drastically, and the flux is greatly
increased compared to the no-field case (top). The apparent slip-length can be very large.

[1] R. Kroll and Yoav Tsori, Electrolubrication of liquid mixtures between two parallel plates, J. Fluid Mech.
982:A27 (2024).

[2] Y. Tsori, Electrolubrication in flowing liquid mixtures, Phys. Fluids 33,073306 (2023).
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Kinetic Theory of Coupled Binary-Fluid Surfactant System

Alexandra J. Hardy1, Steven McDonald1, Samuel Cameron1,2, Abdallah Daddi-Moussa-Ider1 and Elsen
Tjhung1

1School of Mathematics and Statistics, The Open University, Walton Hall, Kents Hill, Milton Keynes, MK7 6AA,
United Kingdom 2sam.cameron@open.ac.uk

We derive the hydrodynamic equations of coupled binary fluid and surfactant systems from micro-
scopic forces and torques. At the microscopic level, the surfactant molecules are modeled as dumbbells,
which can exert forces and torques on the fluid and the interface. By explicitly considering the molecular
alignment, we then derive coarse-grained hydrodynamic variables, such as fluid density, fluid velocity,
surfactant concentration, and surfactant polarization. The latter represents the average orientation of
surfactants, which is crucial in preventing surfactant-laded droplets from coalescing with each other.
Finally, we also derive the effective interfacial tension as a function of surfactant concentration.

FIG. 1: Left panel shows the relative density of the binary fluid. Yellow represents fluid phase A (e.g. oil) and
blue represents fluid phase B (e.g. water). Right panel shows the surfactant concentration (yellow) and polarization
(red arrows). We may observe the surfactant molecules are concentrated mostly at the interfaces.

[1] A.J. Hardy, A. Daddi-Moussa-Ider and E. Tjhung, Hybrid particle-phase field model and renormalized surface
tension in dilute suspensions of nanoparticles, Phys. Rev. E 110, 044606 (2024)
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Transition to the Stagnant Cap Regime in the System of a Solid Particle and a Bubble
Covered by Insoluble Surfactant

Tatyana Lyubimova 1, and Alexander Nepomnyashchy 2
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2Technion - Israel Institute of Technology, 3200003, Haifa, Israel nepom@technion.ac.il

Due to the low diffusion coefficient of the surfactant, the distribution of the surfactant adsorbed on
the surface of a moving bubble is often highly non-uniform. The action of a sufficiently strong flow can
create two zones: (i) a zone almost free of the surfactant in the front part of the bubble and (ii) a stagnant
”cap” in the rear part of the bubble where the surfactant is concentrated. In the case of a weak flow,
the distribution of the surfactant on the bubble surface is smooth and determined by the balance of the
viscous stress tending to move the surfactant and the Marangoni stress tending to restore the uniform
distribution of the surfactant. The transition between two regimes takes place at a certain critical velocity
of the bubble.

In the present talk, we consider the system of a bubble covered by an insoluble surfactant and a
solid particle rising along the same axis within a viscous liquid. This problem, which appears in the
context of flotation, is studied in the framework of the Stokes equation under the assumption of a linear
dependence between the surface tension and the surface concentration of the surfactant. Exact solutions
for the flow and the distribution of the surfactant on the bubble surface are obtained.

The dependence of the critical velocity corresponding to the transition to the stagnant cap regime has
been calculated. The generalizations of the problem are discussed.

I. ACKNOWLEDGEMENTS
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Super diffusivity resolves anomalies in monolayer dilatation

Juan M. Lopez1, 3, Tyler J. Mucci2, Jason Yalim,1, Joe A. Adam2 and Amir H. Hirsa2
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2Department of Mechanical, Aerospace and Nuclear Engineering, Rensselaer Polytechnic Inst., NY 12180, Troy,
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Hydrodynamics of surfactant monolayers are governed by surface tension, surface shear viscosity,
surface dilatational viscosity and surface diffusivity. While the first two have been studied comprehen-
sively with consistent results, surface dilatational viscosity is plagued with anomalies, including appar-
ent negative values. Here, full-field interfacial velocity measurements together with simulations of the
Navier-Stokes equations reveal that a source of these anomalies is the use of equilibrium surface dif-
fusivity for systems far from equilibrium. Our results provide, perhaps for the first time, a consistent
realization of the Boussinesq–Scriven surface model applied to a monolayer of DPPC under periodic
compression and expansion that results in monolayer concentration gradients. The parameter regime
considered (scale of the channel, along with the frequency Ω and amplitude Re of the floor oscillation)
was sufficient to establish that the Boussinesq number Bq (non-dimensional sum of the surface vis-
cosities) is indeed positive when surface diffusivity is taken to be much larger than the generally used
equilibrium value (as shown in figure 1). Using the equilibrium surface diffusivity within the Boussi-
nesq–Scriven surface model results in negative Bq being needed to obtain surface velocities of the same
magnitude as in experiments. A possible explanation is that the co-exisiting liquid expanded and liquid
condensed domains of the DPPC monolayer phase act as pockets of condensed matter resulting in the
larger non-equilibrium surface diffusivity. This resolves a long-standing issue where the surface viscosity
was misinterpreted to be negative.

FIG. 1: Space-time plots of the interfacial velocity us from simulations and experiments at initial monolayer
concentration c0 = 1.5 mg/m2, Bq = 1, Schmidt number Sc = 0.0023 and various (Re, Ω): (a) (200, 1/3), (b)
(200, 1/2), (c) (200, 1), and (d) (400, 1/2). For Re = 200 and 400, capillary numbers are Ca = 5.483× 10−4 and
8.225× 10−4 respectively.
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Self-similarity in the viscous Marangoni spreading of surfactant on a deep subphase

Fernando Temprano-Coleto1,2 and Howard A. Stone1
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2Andlinger Center for Energy and the Environment, Princeton University, NJ 08544, Princeton, United States of
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The spreading of an insoluble surfactant on a fluid interface through Marangoni flow is a fundamental
problem relevant for colloid science, biology, and the environment. While many different spreading
regimes have been studied theoretically, analytical progress has proven challenging in the limit of a deep
subphase at low Reynolds number, due to the non-local coupling between the fluid flow and the surfactant
concentration [1]. Recently, the problem was shown to be equivalent to the complex Burgers equation [2],
leading to exact solutions obtained through mathematical methods [2–5] from which it is nevertheless
challenging to infer general properties. Here, we analyze the self-similarity of the problem, providing
insights into its structure and revealing its universal features [6]. Three different similarity regimes are
identified using a combination of a phase-plane formalism and stability arguments. Surfactant ‘pulses’
with a locally high concentration exhibit a surfactant front whose position x spreads outward as x ∝ t1/2

(Figure 1a). Conversely, distributions that are locally depleted and flow inwards display two distinct
similarity behaviors near a critical time t∗ when the surfactant gradients become singular. On one hand,
‘dimple’ distributions with a quadratic minimum flow as x ∝ |t − t∗|2 (Figure 1b). On the other hand,
‘hole’ distributions with flatter minima exhibit a power law x ∝ |t − t∗|3/2 (Figure 1c). Overall, we
obtain six similarity solutions in closed form, and discuss the implications of these results.

FIG. 1: Self-similarity of viscous Marangoni spreading on a deep fluid subphase. (a) Surfactant ‘pulses’ spread
outward as x ∝ t1/2. (b) ‘Dimples’ with a quadratic minimum flow inwards as x ∝ t2, with t∗ a critical time
where gradients become singular. (c) ‘Holes’ with flatter minima exhibit x ∝ t3/2 power-law behavior.

[1] A. Thess, D. Spirn, and B. Jüttner, Phys. Rev. Lett. 75, 4614 (1995).
[2] D. G. Crowdy, SIAM J. Appl. Math. 81, 2526 (2021).
[3] D. G. Crowdy, J. Eng. Math. 131, 10 (2021).
[4] T. Bickel and F. Detcheverry, Phys. Rev. E 106, 045107 (2022).
[5] D. G. Crowdy, A. E. Curran, and D. T. Papageorgiou, J. Fluid Mech. 969, A8 (2023).
[6] F. Temprano-Coleto and H. A. Stone, J. Fluid Mech. 997, A45 (2024).
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Thermosolutal instabilities in a moderately dense nanoparticle suspension: Effect of
interfacial nanoparticle kinetics
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A nanoparticle suspension (a nanofluid) in a layer of a Newtonian carrier fluid open to the gas phase
is prone to strongly adsorb particles at the free interface, thereby affecting the local surface tension
and leading to the Marangoni instability. A nanofluid layer cooled at the solid substrate exhibits the
emergence of solutocapillary instability because of the concentration gradient created within the layer
by the Soret effect. Furthermore, we note that the nanoparticle adsorption/desorption kinetics at the
layer interface profoundly alter the already complex thermosolutal instability because of an additional
inhomogeneity at the interface. This inhomogeneity of the nanoparticle concentration at the interface
strongly couples the temperature and concentration fields in the bulk and at the interface. Generally,
in a quiescent pure liquid layer and in a nanofluid layer cooled at the substrate, the thermocapillarity
is a stabilizing mechanism. However, remarkably, in the same setting we find that the onset of both
thermocapillary and solutocapillary instabilities when interfacial kinetics at the free nondeformable in-
terface takes place. These instabilities are found to be both monotonic. Figure 1 presents the stability
boundary for the system under the joint action of the thermocapillary and solutocapillary. We identify
that the thermocapillary instability threshold linearly decreases if solutocapillarity is active, and hence,
both surface tension-driven mechanisms are destabilizing. Interestingly, we observe that the relationship
between the solutal MS and thermal Marangoni numbers MT at the instability threshold of the system is
linear and expressed by MT /MTC +MS/MSC = 1, where MTC and MSC represent the critical values
of the thermal and solutal Marangoni numbers in the case of pure thermocapillary and solutocapillary
instabilities, respectively.

FIG. 1: Monotonic thermosolutal instability threshold in the MS/MSC −MT /MTC plane in the case of cooling
at the substrate for a given set of the problem parameters. The threshold values of MT and MS are normalized with
MTC and MSC . The symbols U and S represent the unstable and stable domains of the system, respectively
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Asynchrony-driven chaotic mixing in two-dimensional viscous flows
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We use experimental and numerical methods to explore the effects of asynchronous oscillations on
mixing within a microchannel and the subsequent transition to chaotic behaviour. Our findings indicate
that asynchronous oscillations in viscous flows at low Reynolds numbers are pivotal in initiating mixing,
which can evolve into chaos depending on specific values of asymmetry parameter ϕ and the normalized
oscillation frequency Sr. The mixing process is driven by stretch-and-fold mechanisms, with periodic
transitions between closed streamlines (Moffatt eddies [1]) and open streamlines, further enhancing the
mixing. We have developed a regime map within the parameter space of Sr and ϕ that delineates a
region of chaotic mixing. This chaotic behaviour occurs when Sr is low and ϕ is closer to π/2, as
illustrated in FIG. 1. The figure showcases typical experimental visuals related to both chaotic and non-
chaotic scenarios. Notably, our numerical analysis reveals that an increase in the line element, expressed
as α = (1/L)(∆L/∆N), follows an exponential trend in chaotic cases while exhibiting power-law
behaviour in non-chaotic situations. In this equation, L denotes the length of the line element, and N
represents the number of oscillation cycles. These findings underscore the critical role of asynchrony
in wall-bounded, time-periodic viscous flows, with significant implications for particle transport across
various physical, biological, and industrial systems.

FIG. 1: The regime plot of Sr Vs ϕ indicates the regions of non-chaotic and chaotic fluid trajectories. Here, the •
symbol represents the time-periodic trajectories, the ♦ symbol represents non-chaotic trajectories, and ⋆ indicates
chaotic trajectories. The red dashed line is the separating boundary of chaotic and nonchaotic regions. (a) Evolution
of α with N for a non-chaotic case (ϕ = 10◦, Sr = 0.5), (b) Evolution of α with N for a chaotic case (ϕ = 70◦, Sr
= 0.5), (c) Experimental visuals of non-chaotic case (ϕ = 10◦, Sr = 0.5) at N = 10 and (d) Experimental visuals of
chaotic case (ϕ = 70◦, Sr = 0.5) at N = 10.

[1] . K. Moffatt, Viscous and resistive eddies near a sharp corner, J. Fluid Mech. 18, 1–18 (1964).
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Self-lubricated spreading of surfactant-laden droplets

Yotam Stern1,2, Victor Multanen1, Rafael Tadmor1 and Roiy Sayag1
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While surfactants are known to affect fluid-fluid interfaces, their impact on solid-liquid interfaces is
an open problem. We model the spreading of a non-volatile droplet by lubrication theory [1] and per-
form experiments on surfactant-laden droplets at various surfactant concentrations, c0, for ten different
surfactant/substrate combinations. At low concentrations, spreading conforms to Tanner’s law [2] where
the base radius scales as rB ∼ t1/10, which is confirmed experimentally. However, as c0 increases,
we observe a transition to a new power law of rB ∼ t1/7, with a dependence on c0 itself, as well as a
crossover in time at intermediate surfactant concentrations from t1/10 to t1/7. To explain this behavior,
we experimentally demonstrate the existence of a gradient in γSL owing to surfactant adsorption at the
solid-liquid interface [3], and include it in our model through the reduction of the solid-liquid interfacial
tangential stress, leading to a slip velocity [4]. Subsequently, we arrive at a new lubrication equation
with an additional term accounting for the γSL gradient. We obtain a new dimensionless number, the Is-
raelachvili number, IJ, analogous to the Marangoni number [5]. Upon analyzing IJ, we recover the time
and concentration dependent crossover between the two spreading regimes. Additionally, we find that
the new t1/7 spreading includes a c

1/7
0 scaling, which we confirm across all our experimental settings.

FIG. 1: (a) Results of spreading experiments for ODA/TD on mica, showing Tanner’s law spreading and the
crossover to a faster, concentration-dependent spreading rate. (b) Summary of spreading results for three experi-
mental settings on two axes for the two power laws with arrows at crossovers, showing the two spreading regimes
with data reduction.

Our findings expand on the present understanding of interfacial phenomena, providing a quantitative
picture of interfacial energy gradients at solid-liquid interfaces in motion for the first time, and are central
to predicting and controlling surfactant adsorption and the behavior of surfactant-laden droplets.

[1] L.M. Hocking and A.D. Rivers, Journal of Fluid Mechanics 121, 425 (1982).
[2] L. H. Tanner, J. Phys. D: Appl. Phys. 12, 1473 (1979).
[3] R. Tadmor, V. Multanen, Y. Stern, and Y. B. Yakir, Journal of Colloid and Interface Science 581, 496 (2021).
[4] M. Wörner, X. Cai, H. Alla, and P. Yue, Fluid Dyn. Res. 50, 035501 (2018).
[5] C. Marangoni, Nuovo Cim 5, 239 (1871).
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Model for the nonlinear Rayleigh-Taylor instability in ideal media
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A model for the single mode, two-dimensional Rayleigh-Taylor instability in ideal, incompressible,
immiscible and inviscid fluids is developed as an extension of a previous linear model based on the
Newton’s second law [1]. It describes the transition from linear to nonlinear regimes, and takes into
account the mass of fluids participating in the motion during the instability evolution, including the
laterally displaced mass. This latter feature naturally leads to the bubble and spike velocity saturation
without requiring the usual drag term necessary in the well known buoyancy-drag model (BDM). In
addition, it also provides an explanation to the latter phase of bubble reacceleration without appealing to
the vorticity generation due to the Kelvin-Helmholtz instability. The model is in perfect agreement with
the BDM buoyancy-drag model, but apart from extending its range of application, it solves many of its
issues of concern and provides a more consistent physical picture.

[1] A. R. Piriz, O. D. Cortázar, J. J. López Cela, O. D. Cortázar, and N. A. Tahir, The Rayleigh-Taylor instability,
Am. J. Phys. 74, 1095 (2006)
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Rayleigh-Taylor instability in binary fluids with miscibility gap
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A pair of partially miscible liquids, exhibiting an upper-critical solution temperature (UCST) is con-
sidered to investigate the effect of miscibility on the Rayleigh-Taylor (RT) instability. The dynamic
nature of the ratio of thermophysical properties and the interfacial tension in binary fluids with UCST
renders them applicable to a wide variety of industrial and medical applications such as protein extraction
[1] and targeted drug delivery] [2] to name a few. Thus, a thorough understanding of the flow features as-
sociated with such fluids is necessary. We propose a novel modified phase-field approach [3] to track the
continuous evolution of the smearing interface from the state of immiscibility to miscibility via partially
miscible states. The numerical methodology accurately captures the Korteweg stresses above the UCST
as long as the concentration gradient is non-trivial. The proximity to the UCST (Tc) is characterized
by a parameter r, where r = Tc−T

Tc
. This parameter is incorporated while defining the bulk free energy

as a function of temperature. The interface between the two fluids is disturbed with finite amplitude
perturbation to provoke the RT instability. To begin with, we performed a linear stability analysis em-
ploying Boussinesq approximation to derive the dispersion relations [3] for the RT instability and gravity
capillary waves, while accounting for the partial miscibility of the fluids. Subsequently, the complete
Cahn-Hilliard-Navier-Stokes equations are numerically solved to investigate the late-time behaviour of
the diffusing fluid-fluid interface. The results quantify the perturbation growth behaviour as a function of
Atwood and Weber numbers. Finally, the study concludes with a brief account of the role played by the
parameter ”r” in the emanation of secondary instability in the form of Kelvin-Helmholtz rolls as shown
in Fig. 1.

FIG. 1: Interface topology at t = 9, for A = 0.2, We = 10000, Re = 5000 as a function of miscibility parameter -
(a) r = 0.01, (b) r = 0.3 and (c) r = 1

[1] Kohno et al., “Extraction of protein with temperature sensitive and reversible phase change of IL/Water mix-
ture”, Polym. Chem., 2, 862, (2011).

[2] Schmaljohann, D., “Thermo- and pH- responsive polymers in drug delivery” Adv. Drug Delivery Rev., 58,
1655-1670 (2006).

[3] Dubey et al., “Rayleigh-Taylor instability in binary fluids with miscibility gap”, Submitted to Phys. of Fluids
(The arxiv version can be found at https://arxiv.org/abs/2411.16292)
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Convective-absolute and dripping-jetting transitions in core-annular flow within fuel cells
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Liquid/vapour water flows are encountered in a variety of fields, such as in Proton Exchange
Membrane Fuel Cell (PEMFC), an emerging technology for energy decarbonation. In PEMFC,
two-phase core-annular water flows are observed in the gas fuel channels (GFC) used to supply the
reactive species to the cell. Formation of liquid plugs may occur via the Plateau-Rayleigh instability in
these millimeter-size GFC [1]. This instability is however modified by the presence of an imposed core
gas flow which may non-linearly saturate its development and prevent the formation of plugs [3]. Both
convective and absolute instabilities are observed under these conditions.

A 2D-axisymmetrical two-phase lubrication model is developed to investigate this instability
transition. It is solved numerically for two configurations: (1) in an open domain with a finite-difference
scheme allowing to simulate the spatio-temporal evolution of the flow; (2) in a periodic domain using the
continuation software Auto-07p which allows to track nonlinear travelling-wave solutions corresponding
to the most dangerous instability mode. By comparing these approaches, it is observed that, while
both methods predict similar results for a convective instability, significant differences in the predicted
wavelength are observed for an absolute instability. Notably, a transition from dripping to jetting is
observed; in the dripping regime, the wavelength is selected by the boundary condition. Similar results
are also obtained when inertial effects are accounted for by using a WRIBL model [2] implemented in
Auto-07p and an open-domain Direct Numerical Simulation solved with TRUST/TrioCFD.

The goal of the current work is to understand the dripping regime under the conditions of the absolute
instability in order to obtain correlations between the input parameters (liquid/gas flow rates Ql,g and
inlet film thickness) and the travelling-wave variables (celerity, maximum/minimum film thickness,
wavelength, plug width, etc.). Ultimately, the global pressure drop over a full channel length shall be
predicted by this model, enabling the construction of a macroscopic 1D channel model to be coupled to
electrochemical and transport models in an integrative model of the fuel cell.

FIG. 1: Travelling waves in a 0.5mm-radius tube for Qg = 1000mm3 s−1 and Ql increasing from (a) to (e).
Only half of the tube is illustrated in (d)-(e) and one eighth in (a)-(c). (a) Convective instability. (b)-(c) Absolute
instability with increasing wavelength. (d) Period doubling of the absolute instability. (e) Apparition of plugs.
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[1] M. Rykner, E. Saikali, A. Bruneton, B. Mathieu and V. S. Nikolayev, Plateau–Rayleigh instability in a capil-
lary: assessing the importance of inertia, J. Fluid Mech. 1001, A15 (2024).

[2] G. F. Dietze and C. Ruyer-Quil, Films in narrow tubes, J. Fluid Mech. 762, 68–109 (2015).
[3] A. L. Frenkel, A. J. Babchin, B. G. Levich, T. Shlang and G. I. Sivashinsky, Annular flows can keep unstable

films from breakup: Nonlinear saturation of capillary instability, J. Colloid Interface Sci. 115, 225-233 (1987).
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Boundary layer flow induced electrokinetic effects at the glass/electrolyte and
(piezoelectric) lithium niobate/electrolyte interfaces under the excitation of a

mega-Hertz-level mechanical wave in the solid substrates
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I will discuss the theory [1] and measurement of the dynamic electrical properties of a spontaneously
charged glass and lithium niobate surfaces in an electrolyte solution by exciting spatiotemporal peri-
odic boundary layer flow using a MHz-level surface acoustic wave (SAW) actuator. [2] The boundary
layer flow vibrates ions at the nanometer-thick electrical double layer to appear at the glass / electrolyte
and lithium niobate / electrolyte interfaces. The out-of-equilibrium EDL leaks electrical field, which is
modulated by ion vibration frequency, revealing the ion dynamics. A previous study [3] directly excited
EDLs on the piezoelectric lithium niobate substrate of a SAW actuator; it remained unclear whether
the mechanical or electrical components of the SAW in the piezoelectric substrate dominated the EDL
excitation. We isolate the mechanical component of the SAW as a same frequency mechanical vibra-
tion in glass and show that it introduces the expected ion electrokinetic vibration in the excited EDL at
the glass/electrolyte interface. The measured electrical field leakage spectra exhibit a non-monotonic
behavior, taking local maxima where the SAW frequency matches the ion relaxation time in the EDL.
At these frequencies, the synchronization maximizes ion vibration displacement, thereby amplifying the
electrical field leakage in agreement with the theory. Our findings may be used to study the electrokinetic
properties of arbitrary solid surfaces and further suggest that SAW-actuated nano-fluidic platforms may
be associated with out-of-equilibrium EDL systems of consequence to membranes and liquid films that
rely on EDLs to screen ion species and for stability, respectively.

FIG. 1: (right) Illustration of a surface acoustic wave (SAW) in solid, interacting with ions in an electrical double
layer (EDL) via a spatiotemporal periodic boundary layer flow (essentially, a mechanical evanescent wave) in the
neighboring electrolyte. This results in an electrical field leakage, E⃗ , that we measure (left).

[1] O. Dubrovski and O. Manor. Langmuir 2021, 37, 14679–14687 (2021)
[2] O. Manor, L. Y. Yeo, J. R. Friend, J. Fluid Mech. 707, 482–495 (2012)
[3] S. Aremanda and O. Manor. J. Phys. Chem. C, 127, 20911–20918 (2023)
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Drop behavior on a heterogeneous ratchet–structured substrate vibrated harmonically in
lateral direction
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We analyze numerically a new ratchet system: a liquid drop is sitting on a heterogeneous ratchet–
structured solid plate. The heterogeneous ratchet–structured solid plate is realized by varying the contact
angle periodically along the x axis at the bottom boundary – asymmetrically along one period. The
coated plate is subject to a lateral harmonic oscillation (see Figure 1). The systematic investigation
performed in the frame of a phase field model shows the possibility to realize a long–distance net driven
motion for isolated domains of the forcing parameters [1]. The studied problem might be of considerable
interest for controlled motion in micro– and nano–fluidics.

FIG. 1: Heterogeneous substrate subject to horizontal harmonic oscillation.

[1] R. Borcia, I.D. Borcia, M. Bestehorn, Drop behavior on heterogeneous ratchet–structured substrate vibrated
harmonically in lateral direction. Langmuir 40, 13709 (2024).
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Faraday waves at the surfactant-covered free surface of the vertically vibrated non
isothermal liquid
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The stability of liquid partially filling a vibrated container and heated from above is considered. The
surface of the liquid is covered by an insoluble surfactant.

There exist two kinds of surface waves in a liquid heated from above, transverse capillary-gravity
waves and longitudinal waves caused by Marangoni stresses. In the absence of vibration, their resonant
mixing creates an oscillatory instability above a certain critical value of the Marangoni number. The
action of vibration is twofold. Below the critical value of the Marangoni number, the vibration creates
subharmonic (the frequency is half the driving frequency) or harmonic (the frequency equals the driving
frequency) parametric (Faraday) waves. Also, the vibration acts on the oscillatory Marangoni instability,
creating the excitation of subharmonic, harmonic and quasiperiodic modes.

We consider both cases, taking into account the dependence of the surface wave frequency on the
thermocapillary Marangoni number and the elasticity number characterizing the action of the surfactant.
The influence of the surfactant concentration on the instability threshold is investigated in detail.
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Translational Instability of an Oscillating Bubble under the Effect of an Acoustic Field
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Bubble oscillations induced by an external acoustic field play a crucial role in biomedical applica-
tions, such as targeted drug and gene delivery, as well as their use as contrast agents in medical imaging.
Controlling shape stability is critical for effective drug delivery, as it helps regulate microbubble break
up and estimate collapse pressure during tissue ablation. The onset of bubble break-up is directly related
to the loss of spherical shape due to the growing shape instabilities at the interface. This study exam-
ines the behavior of a bubble in blood, with an emphasis on its translational instability under acoustic
excitation. When a spherical bubble undergoing volume oscillations becomes unstable, it develops shape
deformations in two adjacent modes [1 , 2, 3 ]. The interaction between the translational mode and these
shape oscillations leads to translational instability. In the present work we describe how the translational
motion of a bubble affects the shape oscillations. The translational motion of a bubble is investigated by
adding the effect of primary Bjerknes force. The system consists of a single bubble in an unbounded liq-
uid as depicted in FIG. 1. Blood is represented by a power-law constitutive model. An external acoustic
field is applied to induce volume oscillations. For small perturbations, the dispersion relation is obtained
from the Rayleigh and energy equations. This study explores the influence of frequency, power-law in-
dex, and apparent viscosity on the critical acoustic pressure amplitude, above which the bubble becomes
unstable.

FIG. 1: Sketch of a non-spherical bubble geometry in spherical coordinates. The solid and dashed lines show the
spherical and non-spherical oscillations.

[1] Doinikov, A. A. (2004). Translational motion of a bubble undergoing shape oscillations. Journal of Fluid
Mechanics, 501, 1-24.

[2] Feng, Z. C., & Leal, L. G. (1995). Translational instability of a bubble undergoing shape oscillations. Physics
of Fluids, 7(6), 1325-1336

[3] Mettin, R., & Doinikov, A. A. (2009). Translational instability of a spherical bubble in a standing ultrasound
wave. Applied Acoustics, 70(10), 1330-1339.
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Surface Acoustic Wave (SAW) Streaming Through Porous Media
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The transport of fluids through porous media has long been a subject of scientific inquiry, with appli-
cations ranging from geological processes and unit operations to cutting-edge technologies like lab-on-
achip devices. Traditional approaches to enhance fluid flow often encounter challenges, such as limited
directional control or inefficiencies in manipulating flows in complex geometries. Surface Acoustic
Waves (SAWs), characterized by their ability to generate intense, localized acoustic fields, offer transfor-
mative potential in this domain. SAW streaming enables the generation of precise, controlled, and direc-
tional flows, addressing limitations inherent in conventional techniques. Moreover, the non-invasive na-
ture of SAW-induced streaming ensures compatibility with delicate or intricate systems, making it highly
applicable to emerging technologies and microfluidic platforms. We present an investigation of surface
acoustic wave (SAW) streaming through porous media, with a focus on understanding mass transport
mechanisms and deriving a macroscopic flow model. This study builds on the framework established for
acoustic streaming in porous media by Ofer Manor [1]. Instead of planar acoustic waves, we focus on
the dynamics introduced by SAW streaming. The analysis is conducted by detailed calculation of mass
transport through individual cylindrical pores with different orientations using Navier Stokes equation
with a spatially averaged acoustic forcing. The analysis includes different cases such as the acoustic
impedance of both liquid and pore surface being the same and streaming in rigid porous media where
there is a large difference in acoustic impedance. We consider large, medium and small pore diameter
limits relative to the viscous penetration length of the acoustic wave near the pore surface.

FIG. 1: Schematic diagram of Surface Acoustic Wave (SAW) propagating through piezoelectric solid on top of
which porous media is placed

[1] O. Manor, Acoustic flow in porous media, J. Fluid Mech., 920, A11 (2021). 10.1017/jfm.2021.436
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Free-surface flows in a water filled parametrically excited circular channel with a
submerged hill
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We investigated surface waves in an oscillating ring channel with the mean radius of 0.76 m. The
ring is placed on a rotating table that can oscillate symmetrically (harmonic oscillation of the rotation
velocity) or non-symmetrically (ratchet excitation) [1-3]. On the bottom of the periodic boundary chan-
nel we placed a symmetrical (SM) or asymmetrical (with higher asymmetry HA or lower asymmetry
LA) mountain (see Fig. 1).

Two combination of the spatial/temporal setups were studied: symmetrical mountain with ratchet ex-
citation and ratchet mountain with symmetrical excitation. The effects of temporal and spatial asymmetry
are compared. The resonance curves in terms of wave amplitude and induced mean flow are plotted for
each case. For frequency values close to the resonance, bore like waves moving in one direction have
much boarder elevation. At these frequencies the transport effect is important and it will be studied in
both experiment (using floating tracers and PIV) and simulation. An interesting result is that the direc-
tion of the induced mean flow appears in the opposite direction for the HA and LA cases. We attribute
this result to the appearance of a vortex at high fluid velocities relative to the bottom elevation in the HA
case, which blocks the flow through the channel. The vortex didn’t appear in LA case.

FIG. 1: Left: Symmetric hill (SM), right: highly asymmetrical hill (HA)

[1] I. D. Borcia, F.-T. Schön, U. Harlander, R. Borcia, and M. Bestehorn, “Mean flow generated by asymmetric
periodic excitation in an annular channel”, Eur. Phys. J. Special Topics 233, 2024.

[2] F.-T. Schön, I. D. Borcia, U. Harlander, R. Borcia, S. Richter, and, M. Bestehorn, “Resonant surface waves in
an oscillating periodic tank with a submerged hill”, Journal of Fluid Mechanics 999, 2024.

[3] I. D. Borcia, S. Richter, R. Borcia, F.-T. Schön, U. Harlander, and M. Bestehorn, “Wave propagation in a
circular channel - sloshing and resonance”, Eur. Phys. J. Special Topics 232, 2023.
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Resonance-induced stabilization of Marangoni instability in viscoelastic fluids
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A long-wave Marangoni instability, leading to film dry-out [1], can occur when a thin fluid layer in a
container is heated from below beyond a critical temperature gradient. In the absence of fluid elasticity,
a vertical mechanical oscillation raises the threshold for the long-wave Marangoni instability mode,
thereby stabilizing the system and preventing dry-out via resonant effects. Linear stability calculations
by Ignatius et al. [2] showed that a stable quiescent state can be achieved within a finite range of forcing
amplitudes, provided the forcing frequency is below a critical value. Outside this parameter range, the
system becomes unstable due to either a Marangoni instability at lower forcing amplitudes or a Faraday
instability at higher forcing amplitudes. In the present study, we extend our earlier work to investigate
the influence of elasticity on the stabilization of an inherently Marangoni-unstable thin viscoelastic film.

Our study reveals that the behavior of a viscoelastic fluid differs significantly from that of a Newto-
nian fluid in two significant ways due to the memory effect imparted by fluid elasticity. First, the forcing
amplitude range for complete stabilization is bounded by an upper and a lower forcing frequency, unlike
the Newtonian case, which is bounded by only an upper frequency. Second, fluid elasticity reduces the
forcing amplitude for both the stabilization of Marangoni instability and the onset of Faraday instability,
with a more significant reduction in the latter. This leads to the lowering of both the threshold amplitude
and the amplitude range for full stabilization of the viscoelastic thin-film system, a result attributed to
the spring-like behavior introduced by the fluid’s elasticity. Suppressing dry-out in viscoelastic thin
films, such as polymeric films, is important due to its relevance in coating industries, especially in the
manufacture of thin optical films.
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The combined effect of natural and thermocapillary convection on the melting of PCMs
in rectangular and cylindrical domains

Andriy Borshchak Kachalov1, Pablo Salgado Sánchez1, Jeff Porter1,2, Jose Miguel Ezquerro1 and
Jacobo Rodrı́guez1
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The results of numerical simulations investigating the influence of natural and thermocapillary con-
vection on the liquid-solid phase transition of n-octadecane in rectangular [1] and cylindrical [3] domains
are presented. A systematic analysis is performed by varying key parameters including the aspect ratio
of the domain (Γ), the Rayleigh (Ra) and Marangoni (Ma) numbers, and the dynamic Bond number
(Bodyn = Ra/Ma), which measures the relative importance of natural and thermocapillary convection. In
rectangular containers with Γ ≫ 1 and Bodyn ≪ 1, thermocapillary convection is shown to significantly
accelerate the melting process while, with Γ ∼ Bodyn ∼ O(1), the thermocapillary effect is detrimental
on average and increases the total melting time; see Fig.1(left). The presence of gravity stabilises the
dynamics of the flow, delaying the appearance of oscillatory convection. In (quasi-) cylindrical domains,
where the PCM is held between two circular supports maintained at different temperatures, the results
depend crucially on whether the system is heated from below or above; see Fig.1(right). In the former
case, natural convection acts in the same sense as thermocapillary convection and the total heat transfer
rate is increased. When heating from above, the thermocapillary-driven flow is opposed by the buoyancy
force, which decreases total heat transport.

FIG. 1: (left) Contours of the Marangoni enhancement factor G for varying Ma and Γ in rectangular domains. The
(neutral) curve G = 1 is distinguished by a thicker solid curve. (right) Natural convection enhancement factor G
versus the dimensionless volume V for selected Ma = 15519 (blue), 155186 (red), in a (quasi-) cylindrical domain
with Γ = 2. The horizontal line indicates the microgravity case G = 1. Configurations with heating from below
(above) are shown with upright (inverted) triangles.

[1] A. Borshchak Kachalov, P. Salgado Sánchez, J. Porter and J. M. Ezquerro, The combined effect of natural and
thermocapillary convection on the melting of phase change materials in rectangular containers, Int. J. Heat
Mass Transf. 168, 120864 (2021).

[2] R. Varas, U. Martı́nez, K. Olfe, P. Salgado Sánchez, J. Porter and J. M. Ezquerro, Effects of thermocapillary
and natural convection during the melting of PCMs with a liquid bridge geometry, Microg. Sci. Technol. 35,
17 (2023).
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Flexible microfluidic thermal emitter - Irrevesibility analysis
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I. ABSTRACT

Heating of microchannels and microfluidic devices today is primarily done using standard micro-
heaters. Fluid flow occurs inside microchannels of different shapes and sizes in microfluidic devices,
measurement equipment, and cooling microsystems. Enhancing heat transfer within microfluidic chan-
nels can be achieved by using various nanofluids. As a result, some researchers are studying heat transfer
of different nanofluids inside channels and microchannels, [1], [2]. Heat transfer between microchannels
and nanofluids also results in thermal irreversibilities. Various research teams have investigated and ana-
lyzed of the total thermal entropy, [3-6]. Based on previous research and analysis, the concept of directly
heating nanofluids inside microtube with an outer diameter of 0.5mm using an electro-resistant heating
wire with a diameter of 0.15mm was developed. An electrically resistant wire is positioned in the center
of the microtube causing that the nanofluid to flow through the annular cross-section. In this analysis,
the nanofluid was created by dispersing Al2O3 nanoparticles within the base fluid (water) at volumet-
ric fraction ratios of 3% and 6%. The nanofluid flows inside the microtube in a spiral around a central
Nano-enhanced Phase Change Material (NePCM) cylindrical cartridge. In this analysis nanoparticles
(TiO2) are dispersed in various volume fractions into the base PCM, which in this study is sodium ac-
etate trihydrate (C2H3O2Na). Through mixing, the nanoparticles are evenly homogeneously distributed
within the base PCM, creating a nano-enhanced phase change material (NePCM). A flexible microfluidic
emitter in the form of a spiral microtube can adjust the distance between its coils using an external mag-
netic actuator. This adjustment directly impacts the heat transfer between the nanofluid and the NePCM
cylindrical cartridge. The thermal irreversibility of the nanofluid and NePCM is analyzed analytically
and experimentally tested in this study. The methodology established can serve as a foundation for op-
timization by minimizing total thermal entropy of nanofluid. The geometric and process parameters of
the optimization enable indirect automatic control of the flexible microfluidic emitter simultaneously in
accordance with the established optimization criteria.

II. METHODOLOGY

The flow and direction of the nanofluid are controlled by software that supports a microfluidic peri-
staltic pump (see Figure 1). This pump enables multiple variations of the process parameters covered
in this work, based on changes in nanofluid flow within it. A flexible microfluidic thermal emitter can
adjust the spacing between its spiral coils, allowing them to partially or fully cover a NePCM cylindrical
cartridge. The controlled movement of the spiral microtube coils is achieved using an external magnetic
actuator. In the analysis conducted, the total thermal entropy of the nanofluid is determined using ana-
lytical modeling, and the results obtained are verified through experimental testing. The volumetric flow
rate of the nanofluid, the ratio of Al2O3 and TiO2 nanoparticles, the temperature of the electroresistive
heating wire, and the geometric parameters of the flexible spiral emitter are all varied simultaneously.
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FIG. 1: A flexible microfluidic emitter accumulates heat within the NePCM cartridge.

By using the control software, it is possible to switch on and off the high-precision microfluidic
peristaltic pumps (CPP1 1000-2M) on and off using their shared driver, Figure 2. These pumps are plug-
and-play, USB powered, and compatible with computers. The flow range of pump is from 2 µl/min to
1700 µl/min.

FIG. 2: Part of the experimental set-up for ensuring the flow of nanofluid.

[1] Mebarek-Oudina, F. Convective heat transfer of titania nanofluids of different base fluids in cylindrical annulus
with discrete heat source. Heat Transf.-Asian Res. 48(1), 135–147 (2019).

[2] Jung SY, Park H. Experimental investigation of heat transfer of Al2O3 nanofluid in a microchannel heat sink.
Int J Heat Mass Tran. 179, 121729 (2021).

[3] F.Alic. The non-dimensional analysis of nanofluid irreversibility within novel adaptive process electric heaters
Applied Thermal Engineering. 152, 13-23 (2019).

[4] Sheikhzadeh G, Aghaei A, Ehteram H, et al. Analytical study of parameters affecting entropy generation of
fluid turbulent flow in channel and micro-channel. Therm Sci. 20, 2037–2050. (2016).

[5] Alic, F. (2020). Entransy dissipation analysis and new irreversibility dimension ratio of nanofluid flow through
adaptive heating element, Energies. 13,114 (2020).

[6] X. Cheng, Q. Zhang, X. Liang. Analyses of entransy dissipation, entropy generation and entransy-dissipation-
based thermal resistance on heat exchanger optimization. Applied Thermal Engineering. 38, 31- 39 (2012).
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Thermocapillary effects during the melting of phase change materials subjected to
isothermal or heat flux boundary conditions

Andriy Borshchak Kachalov1, Pablo Salgado Sánchez1, Ali Arshadi1, Álvaro Bello1, Jose Ezquerro1,
and Úrsula Martı́nez1,2
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We numerically investigate the melting dynamics of n-octadecane in a rectangular container that is
subjected to either isothermal [1] or heat flux boundary conditions [2], and is open to air in microgravity.
As the melting progresses, the temperature gradient existing at the open boundary drives thermocapillary
flow within the liquid phase and modifies the phase change dynamics. We conduct a parametric study
varying the container aspect ratio, and the Marangoni and Stefan numbers, and compare the associated
temporal dynamics with those observed in the (so-called) reference case, where heat is transferred solely
by conduction. In the isothermal case, the overall effect of thermocapillary flows is to accelerate melting
by afactor up to 20. Under constant heat flux, the analogous contribution is about one order of magnitude
smaller. Finally, we analyze the oscillatory flows that eventually appear during melting and investigate
other scenarios of potential interest for microgravity applications [3].

[1] P. Salgado Sánchez, J. M. Ezquerro, J. Fernández and J. Rodrı́guez, Thermocapillary effects during the melting
of phase change materials in microgravity: heat transport enhancement, Int. J. Heat Mass Transf. 163, 120478
(2020).

[2] A. Borshchak Kachalov, R. Garcı́a-Roco, P. Salgado Sánchez, K. Olfe and A. Bello, Thermocapillary effects
during the melting of phase change materials subjected to lateral heat flux in microgravity, Int. J. Heat Mass
Transf. 218, 124806 (2024).

[3] R. Garcı́a-Roco, P. Salgado Sánchez, A. Bello, K. Olfe and J. Rodrı́guez, Dynamics of PCM melting driven
by a constant heat flux at the free surface in microgravity, Therm. Sci. Eng. Progress 48, 102370 (2024)
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Design, testing, and initial ground results of the “Effect of Marangoni Convection on
Heat Transfer in Phase Change Materials” experiment
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The experiment “Effect of Marangoni Convection on Heat Transfer in Phase Change Materials”
(MarPCM) [1] aims to investigate the efficacy of thermal Marangoni convection in increasing the heat
transfer rate of passive phase change materials (PCMs) that incorporate a free surface in microgravity;
the (so-called) thermocapillary-enhanced PCMs (TePCMs). Compared to thermal conduction, thermo-
capillary flows can increase heat transport by a significant factor [2]. In addition to advancing scientific
understanding, the experiment seeks to evaluate the practical feasibility of using TePCMs as passive ther-
mal control devices for space missions and assess possible implementation challenges. We revise here
the recent work published in Ref. [3], which presented the design and testing of the MarPCM cuboidal
cell prototype; see Fig. 1(left). In particular, the comprehensive approach towards developing space ex-
periments is illustrated, adhering to rigorous and demanding scientific and technical requirements. Along
with the validation of the initial experiment prototype, the evaluation of ground tests is also addressed;
see Fig. 1(right). Overall, the hardware developed demonstrates an adequate performance, while the
obtained results are coherent and compliant with the established scientific requirements.

FIG. 1: (left) Prototype of the cuboidal cell experiment set-up: (1) cell assembly, (2) primary and (3) secondary
cameras, (4) angular prism. (right) Evolution of the liquid PCM fraction L (in %) during a ground test of a
Marangoni experiment.

[1] J. Porter, A. Laverón-Simavilla, M. M. Bou-Ali, X. Ruiz, F. Gavalda et al., The “Effect of Marangoni Convec-
tion on Heat Transfer in Phase Change Materials” experiment, Acta Astron. 210, 212–223 (2023).

[2] P. Salgado Sánchez, J. M. Ezquerro, J. Fernández and J. Rodrı́guez, Thermocapillary effects during the melting
of phase change materials in microgravity: heat transport enhancement, Int. J. Heat Mass Transf. 163, 120478
(2020).

[3] U.Martı́nez, J. M. Ezquerro, J. Fernández and K. Olfe, The “Effect of Marangoni Convection on Heat Transfer
in Phase Change Materials” experiment: Design and performance of the cuboidal cell, Acta Astron. 216,
152-162 (2024).
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Laser heating and melting of metals on nanoscale: Breakup of metal filaments & thermal
crowding

Lou Kondic1,4, Ryan H. Allaire2,5 and Linda J. Cummings3,6

1Department of Mathematical Sciences, NJIT, NJ 07103, Newark, New Jersey, United States of America
4kondic@njit.edu

2Department of Mathematical Sciences, United States Military Academy, West Point, New York, United States of
America 5ryan.allaire@westpoint.edu

3Department of Mathematical Sciences, NJIT, NJ 07103, Newark, New Jersey, United States of America
6linda.cummings@njit.edu

We apply our recently developed asymptotic model [1, 2] to study the instability and breakup of
metal filaments exposed to heating by laser pulses and placed on thermally conductive substrates. One
particular aspect of this setup is that the heating is volumetric since the absorption length of the laser
pulse is comparable to a typical filament thickness. In such a setup, absorption of thermal energy and
filament evolution are coupled and must be considered self-consistently. The asymptotic model that
we use allows for significant simplification, which is crucial both for understanding the main physical
effects (including the relevance of Marangoni effect and of temperature dependence of fluid viscosity and
thermal conductivity) and for developing efficient simulations of the filament evolution and subsequent
nanoparticle formation. We focus in particular on the influence of thermal crowding, meaning that the
evolution of the filaments depends on their size and number; Fig. 1 shows an example, see [3] for
more details. This finding opens the door to considerations of self- and directed-assembly of metal
nanoparticles via a suitable choice of the initial metal geometry on the nanoscale.

FIG. 1: Final configuration of one (a) and two (b) metal filaments placed on a thermally conductive substrate and
exposed to the same laser pulse. (c) Maximum metal temperature as a function of time. Adopted from [3].

[1] R. H. Allaire, L. J. Cummings, and L. Kondic, On efficient asymptotic modelling of thin films on thermally
conductive substrates, J. Fluid Mech. 915, A133 (2021).

[2] R. H. Allaire, L. J. Cummings, and L. Kondic, Influence of thermal effects on the breakup of thin films of
nanometric thickness, Phys. Rev. Fluids 7, 064001 (2022).

[3] R. H. Allaire, L. J. Cummings, and L. Kondic, Using Thermal Crowding to Direct Pattern Formation on the
Nanoscale, Phys. Rev. Lett. 133, 214003 (2024).
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On the influence of the heat transfer at the free surface of a thermally-driven rotating
annulus
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4Aix Marseille Univesité, CNRS, Centrale Med, M2P2, 13451 Marseille Cedex 20, France

Experiments on rotating annuli that are differentially heated in the radial direction have largely con
tributed to a better understanding of baroclinic instabilities [1]. This configuration creates waves at a
laboratory scale that are related to atmospheric circulations. Pioneer studies in baroclinic tanks have
shown that experiments with low aspect ratios are more suitable to reproduce small-scale inertia gravity
waves, but these tanks have a larger free surface, which leads to higher interactions with their surrounding
environment. Considering the heat transferred through the free surface, the present work investigates its
impacts on the baroclinic instability using direct numerical simulations (DNS) [2]

FIG. 1: Snapshots of the temperature surface highlighting the influence of the quiescent temperature on the baro-
clinic instability features. From left to right, the quiescent temperature systematically increased in increments of
1 within the interval −3 ≤ Θq ≤ +3. From top to bottom, the rotation rates are incrementally raised by 0.1,
spanning from 0.3 ≤ Ω ≤ 0.6 rpm.

[1] U. Harlander, M. V. Kurgansky, K. Speer and M. Vincze, Baroclinic instability from an experimental perspec-
tive, Comptes Rendus. Physique Online first, 1–48 (2024).

[2] G. Meletti, S. Abide, U. Harlander, I. Raspo and S. Viazzo, On the influence of the heat transfer at the free
surface of a thermally-driven rotating annulus, Physics of Fluids accepted, 1–25 (2025). (2011)
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Cascading Sawtooth Patterns from Evaporating Salt-Surfactant Thin Films
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Instabilities arising during evaporation of drops can enable self-assembly of a number of ordered
micro- and nanoscale patterns through the controlled deposition of particles or solutes. Marangoni forces,
in particular, become dominant at small length scales and can give rise to ordered array patterns due to
pinch-off of regularly spaced microdroplets from a dewetting front [1–3]. In recent work, we demon-
strated that such patterns can form from evaporating drops of water with saturated calcium sulfate on
hydrophilic substrates due to solutal Marangoni forces [3]. Upon complete evaporation of the micro-
droplets and crystallization of the salt inside, ordered hexagonal array patterns composed of salt clusters
are left behind (Fig.1(i)). That same investigation found that when contact angles are lowered further, tri-
angular/sawtooth structures emerge from the drying salt structures rather than ordered arrays (Fig. 1(ii)).
However, all available evidence suggests that these triangular patterns, unlike the periodic arrays, are not
controlled by Marangoni forces. For instance, seminal work by Deegan discovered remarkably similar
triangular patterns emerging from drying drops of colloidal solution; where solutal effects should not be
present [4]. In our experiments, addition of surfactant to salt solution disrupted array patterning, but did
not disrupt sawtooth patterning. Triangular patterns were also observed to be invariant to salt chemistry
and will appear for a variety of sparingly-soluble salts. A key feature of these sawtooth patterns, from
both our work and others, is a sharp step-change in height of the deposited layer. For example, for col-
loidal deposition, deposition of a uniform monolayer of particles exhibited a step-change to a bilayer in
a sawtooth fashion [4].

FIG. 1: SEM images of (i) hexagonal array pattern formed by solutal Marangoni forces in an evaporating drop
of water with saturated calcium sulfate on a hydrophilic substrate, (ii) sawtooth patterns exhibiting a sharp step-
change in height between the lighter phase and darker phase from the same system on a superhydrophilic substrate.
Scale bar is 50 µm. Adapted from [3].

If the thin-film instability giving rise to sawtooth patterns does not rely on Marangoni forces, how do
these patterns form, and why are they so persistent across different chemical and colloidal systems? To
probe these questions, we investigate the changes in the appearance and contact line motion associated
with triangular patterns when surfactant is added to solution. In particular, at high surfactant concen-
trations we observe a cascading structure of triangle patterns that are almost reminiscent of a Sierpinski
triangle (Fig. 2). Here, we present results from experiments in which evaporation temperature and sur-
factant concentration are systematically varied to probe the physics of this unusual thin film phenomena
that gives rise to these patterns.
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FIG. 2: SEM image of cascading triangle structure formed from evaporating films of saturated calcium sulfate
solution and surfactant.

[1] Y. Cai and B. Zhang Newby, Marangoni Flow-Induced Self-Assembly of Hexagonal and Stripelike Nanopar-
ticle Patterns, J. Am. Chem. Soc. 130, 6076 (2008).

[2] X. Fanton and A. M. Cazabat, Spreading and Instabilities Induced by a Solutal Marangoni Effect, Langmuir
14, 2554 (1998).

[3] S. A. McBride, S. Atis, A. A. Pahlavan, and K. K. Varanasi, Crystal Patterning from Aqueous Solutions via
Solutal Instabilities, ACS Appl. Mater. Interfaces 16, 70980 (2024).

[4] R. D. Deegan, Pattern formation in drying drops, Phys. Rev. E 61, 475 (2000).
[5] C. S. Bretherton and E. A. Spiegel, Intermittency through modulational instability, Physics Letters A 96, 152

(1983).
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Free surface flows over and inside a porous microtube

Phillipe Beltrame1,3, and Florian Cajot2,4

1UMR1114 EMMAH INRAE-AU, Avignon Université, F-84194 Avignon, France
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The issue of flow along porous microtubes arises in many industrial contexts, particularly in the case
of hollow fiber membranes. These can be made of organic material (cellulose) which has an amphiphilic
character. Flow in a microtube has been the subject of many studies in the case of an impermeable wall.
Recently, we focused on the wettability effect by studying microtube with thin film in inertialess limit [1,
2]. We have highlighted many flow regimes specific to partial wetting. Notably, traveling waves of drop
train that consists of a clustering of drops without coalescence. However, little has been done in the case
of a porous wall. The objective of this article is the modelling and the simulation of film flow dynamics
inside and over a narrow tube of a porous wall and driven by a longitudinal force as the gravity. Due to
amphiphilic properties of the hollow fiber, Darcy’s model no longer yields and a free energy based model
as to be considered in the wall [3]. Moreover, according to [4], flows are not only hydrodynamically but
also thermodynamically coupled. We propose to combine the hydrodynamic model of [1] for the free
surface flows over the fiber with the approach developed in [3, 4] for water exchange between thin films
and the porous wall. We associate to each medium a free energy functional depending on the order
parameter in each medium (thin liquid films and porous medium). Evolution equations are written in the
form of a gradient dynamics for non conserved order fields [5, 6].

FIG. 1: Radial profiles (blue line) of axisymmetric flow over and through the porous wall of a hollow fiber. The
bold black line represents the porous wall. The driving force is horizontal.

The simulation of axisymmetric thin film flows highlights complex interactions between the inside
and outside flows notably due to the amphiphilic properties of the porous wall (Fig. 1). This rich behavior
is analyzed using time integration, path-following methods, and numerical bifurcation analysis.

[1] P. Beltrame, Partial and complete wetting in a microtube, EPL 121:64002 (2018).
[2] P. Beltrame, Drop train flow in a microtube, Eur. Phys. J. Spec. Top., 232(4), 435–442 (2023).
[3] P Beltrame and F. Cajot, Model of hydrophobic porous media applied to stratified media: Water trapping,

intermittent flow and fingering instability, EPL 138:53004 (2022).
[4] F. Cajot, C. Doussan, S. Hartmann and P. Beltrame, Model of drop infiltration into a thin amphiphilic porous

medium, J. Colloid Interface Sci. 684, 35–46 (2025).
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The operating temperature of a photovoltaic (PV) cell can be drastically reduced by the introduction
of a thin film of fluid flowing over its surface, which has been shown to result in increased electrical
output [1]], extended operating lifetime [2], as well as preventing the soiling its surface. Moreover,
studies have indicated that the heat transfer across a wavy liquid film can be up to 10 − 100% larger
than that of a flat film [3], and therefore, investigating the complex relationship between the dynamic
behavior of the wavy liquid film and the temperature profile across it can yield valuable insights towards
optimizing such a system. Typically, dealing with this problem requires the numerical solution of the
Fourier heat problem coupled with the Navier-Stokes equations, which is prohibitively expensive for the
parametric studies required for a comprehensive understanding of the physical phenomena involved.

Therefore, we tackle this complex problem by employing the Weighted Integral Boundary Layer [4]]
(WIBL) method to model the hydrodynamics of the film in conjunction with an asymptotic decompo-
sition of the temperature variable [5]. The system of equations governing the temperature field is then
truncated consistently in line with the least-degeneracy principle, such that all physical effects are re-
tained at leading order. We varied the complexity of this decomposition to produce a hierarchy of models
of increasing sophistication, each facilitated by an appropriate set of gauge conditions. This allowed ef-
ficiently inspecting the influence of the different physical effects on the film’s thermal profile by tracking
the evolution of the temperature at the free surface and the solid wall. Notably, the overall temperature
field can be reconstructed by projecting the ansatz chosen for the temperature correction using polyno-
mial functions. Fig. 1 showcases simulations of the hydrothermal evolution of the liquid film using the
simplest single-variable model and a more complex two-variable model, for two distinct cases: Fig. 1(a)
presents a case where the radiation absorbed at the solid wall mostly enters into the liquid bulk resulting
in elevated temperatures at both the solid wall and liquid interface, while Fig. 1(b) demonstrates the
resulting evolution when the incoming radiation is mostly conducted into the solid wall and away from
the liquid film.

FIG. 1: Numerical simulations of the coupled liquid film interface height and temperature field where θ∗1 is the
liquid interface temperature obtained from a single-variable model, and θ0 and θ1 are the liquid’s wall and interface
temperatures from a two-variable model, respectively. (a) The absorbed radiation at the solid wall mostly enters
into the liquid bulk. (b) The absorbed radiation is mostly conducted into the solid wall.
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I. INTRODUCTION AND MOTIVATION

Parasitic capillary ripples are easily observed on the forward face of finite amplitude travelling, sur-
face wave trains [1], both in the lab and in the open ocean. Despite the theoretical modelling of this
phenomena dating to 1887 [2], several fundamental questions remain open; particularly their role in
micro-breaking of ocean surface waves (i.e. wave breaking without significant air entrainment) in the
absence of wind (see recent studies with and without wind [3, 4] respectively). Here, we carefully study
these ripples, as they develop on the forward face (only) of a travelling finite-amplitude Stokes wave.
The theoretical model pf these waves by [5], employed Rayleigh’s theory computing the Green function
for the effect of a travelling pressure forcing (delta function) on the free-surface of a stream moving with
uniform velocity U . The steady-state free-surface shape as obtained by Rayleigh, has a marked asymme-
try in the far-field (i.e. far from the delta function), being dominated by pure capillary and pure gravity
waves respectively. It will be seen that for moderately steep Stokes wave, similar ripples preferentially
develop only on its forward face. These ripples then extract energy from the primary wave. This extrac-
tion does not produce significant distortion of the primary waveform at moderate steepness. However, as
the Stokes wave steepness increases, the extraction of energy is found to generate an O(1) distortion of
the Stokes wave shape (thereby justifying the adjective ‘parasitic’ for these ripples).

II. RESULTS AND OBSERVATIONS

In order to study this phenomena, we seed our computations (Basilisk) initially with an accurately
computed Stokes wave (with only gravity and no surface tension). The simulations are then evolved
in time including both gravity and surface tension. Figure 1 (see next page) represents a Stokes wave
which has been evolved in time in simulations using Basilisk [6]. As the initial Stokes wave provided as
input into Basilisk, does not have surface tension, there are no parasitic ripples initially. However these
develop with time as is seen in the figure. For this case the steepness of the Stokes wave is chosen to be
around 0.3. It is seen that a capillary wave train is formed on the forward face of the wave (the primary
wave travels from right to left in this figure). Physically, these ripples appear due to the sharp crests
which develop in the Stokes wave as its steepness increases. Around a sharp crest, a surface tension
induced pressure jump is generated which acts as a source of distributed pressure, thereby generating
the ripple pattern preferentially only on one side of the Stokes wave. In order to model our simulational
observations, we calculate the surface displacement ζ(s) taking into account parasitic capillary ripples
following the theoretical model of [5]. The distorted interface generated by distributed action of surface-
tension (Tκ(s)) is given by following integral along the arc length s.

ζ(s) =

∫ ∞

s

2Tκ(s′)

D(ϕ)D(ϕ′)

F (ϕ)

F (ϕ′)
sin(θ′ − θ)ds′ (5)

where D(ϕ) = (U4 − 4g ∗ T )
1
4 , F = (ϕ) = exp

(
4ν

∫ ϕ
0

k2

D2dϕ
)

, θ(ϕ) =
∫ ϕ
0

k
U dϕ. In computing

the integral in eqn. 1, we obtain as a input the fluid velocity at the surface (U), the effective gravity g∗

and curvature k from the Stokes wave itself computed with only gravity. Here k is the capillary wave
number. The effect of these ripples and conditions under which they can cause micro-breaking on the
forward face of the Stokes wave will be discussed in the conference.
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FIG. 1: Comparison of DNS with theory (eqn 1) of parasitic capillary ripples [5] on a (air-water) Stokes wave of
steepness 0.3. Note the good agreement between theory and DNS.
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The deposition characteristics of inkjet-printed nanoparticle droplets directly impact the performance
of device manufacturing. During the evaporation process of the droplets, the internal Marangoni
flow is a critical factor determining the deposition characteristics of nanoparticles [1]. By adjusting
the magnitude and direction of the Marangoni flow, the deposition behavior of the droplets can be
significantly altered.

In this study, we employed a heated substrate method, setting the temperature at the droplet s
three-phase contact line higher than that at the droplet s top. This results in a temperature-driven
Marangoni flow moving from the center of the droplet towards the three-phase line, enhancing the
coffee ring effect. Simultaneously, we utilized a binary solvent ink (ethylene glycol and isopropanol,
with a mass fraction of 20% ITO nanoparticles), ensuring that the concentration of isopropanol at the
three-phase line is higher than that at the top of the droplet. This generates a concentration-driven
Marangoni flow moving from the three-phase line towards the center of the droplet, suppressing the
coffee ring effect.

By adjusting the substrate temperature Tw and the ratio of the binary solvent in the droplet α,
we can control the relative magnitudes of these two Marangoni flows, thereby influencing the direc-
tion and intensity of the total Marangoni flow. We calculated the strengths of the internal flows using
the temperature Marangoni number MaT = R(dσ/dT )∆T/µα, the concentration Marangoni number
MaC = R(dσ/dC)∆C/µD, and the capillary number La = ρlσlv/µ

2, as shown in fig. 1. Based on
the dimensionless criterion number M = MaC/(MaT +La), we can control and predict the magnitude
and direction of the Marangoni effect. When (M<1), the concentration Marangoni flow dominates over
the temperature Marangoni flow, resulting in a uniform deposition pattern.

FIG. 1: (a) The internal flow of droplet evaporation. (b-c) The temperature Marangoni number and concentration
Marangoni number contour. (d) Comparation of the dimensionless number M contour to the deposition pattern
phase diagram.

[1] H. Zargartalebi, S. H. Hejazi and A. Sanati-Nezhad, Self-assembly of Highly Ordered Micro- and Nanoparticle
Deposits, Nat. Commun. 13, 3085 (2022).
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The Marangoni instability has been studied over the last century using theoretical, numerical and
experimental approaches. This instability was found to be dependent on many physical parameters. In
experiments, the effect of gravity cannot be suppressed without using extremely expensive studies in
microgravity. Numerical simulations are a good alternative to understand this instability and have shown
excellent agreement with experiments in the past. However, in most of the numerical studies performed
in the past, the interface is assumed to be flat or slightly deformed. This study proposes to investigate
a wide range set of parameters using direct numerical simulations to analyse the effect of interface
deformations.

Within this work we develop a new numerical implementation of thermocapillary effects based on the
Coupled Levelset-Volume of Fluid approach, [1, 2]. The new method is presented along with canonical
validations. A series of simulations of the Marangoni instability are carried out. The reference case is
the one proposed by Eckert et al. [3], which is also used as a cross-validation. The figure 1 shows the
temperature and velocity field of this reference simulation.

FIG. 1: Temperature field and velocity streamlines of the reference test case.

First, many 2D simulations are performed by varying the dimensionless numbers. The effect of
thermal expansion and surface tension is studied by varying the Rayleigh (Ra) and Capillary (Ca)
numbers respectively. The reference case shows small changes due to thermal expansion, which appear
only when the Ra is increased. On the other hand, a large Ca shows larger deformations of the interface.
However, due to the high density ratio, the interface remains almost flat. A diagram in the Ra Ca plane
is proposed to show the different behaviours.

Then, some selected simulations are performed in 3D. Similar behaviour is observed, but with
different region boundaries. The interface patterns are studied using classical metrics.
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The inhomogeneous distribution of microscopic particles in convective systems within relatively
closed spaces has been widely reported in various systems, such as lid-driven cavities [1, 2] and ro-
tating drums [3, 4]. The confined environment investigated in our research is a half-zone liquid bridge
(see FIG. 1). The thermocapillary-driven flow on the free surface is induced by a designated temperature
difference, ∆T ≡ (TH − TC), imposed between the two end surfaces of the liquid bridge. Our focal
point is on the coherent structures formed by low-Stokes- number particles moving within the closed-
space thermocapillary convection field in the liquid bridge, so-called Particle Accumulation Structure
(PAS) [5]. Since its discovery, an extensive body of research has been accumulated on this phenomenon.
However, while most studies have focused on systems containing a single type of particle suspended
in the liquid bridge, solid-liquid two-phase flows typically involve dispersed solid particles with vary-
ing diameters. The control of solid-particle dispersion in space is crucial, particularly in techniques
for dispersing solids of different sizes and shapes. Recently, Noguchi and Ueno [6] reported that in a
mixed systems of particles with different diameters, distinct coherent structures with similar structure are
formed for each particle size, and these structures coexist. In this study, we reveal the twisted patterns
(see FIG. 2) and quantitatively characterize their torsion of the KAM tori, which may emerge in the ther-
mal flow field and act as particle attractors, by analyzing the envelope surfaces of particle trajectories that
constitute distinct coherent structures, as reported in the previous study by Noguchi and Ueno [6]. We
acknowledge financial support by Grant- in-Aid for Challenging Research (Exploratory) (grant number:
20K20977) from the JSPS.

FIG. 1: Schematic of a half-zone liquid bridge.
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FIG. 2: Typical examples of (a) reconstructed particle trajectories and (b) envelope surfaces of particle trajectories,
shown in (i) top view and (ii) bird’s-eye view, under the conditions of ∆T = 22 K or Ma = 1.24 ×104 in a liquid
bridge with Γ = 1.2 and V/V0 ≈ 0.5. In Panel (a), the orange and green lines represent particle trajectories for
dp = 15µm and 30 µm , respectively, where both particle types are suspended simultaneously. In Panel (b), the
envelope surfaces are color-coded for visibility: orange and brown for the orange particle trajectories, and light
and dark green for the green particle trajectories.
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Multiphase flows are a crucial area of research in science and engineering, with broad applications
spanning water evaporation, condensation, oil and gas production, inkjet printing[1], and microflu-
idics[2]. Droplet dynamics, in particular, have attracted significant attention due to their relevance in
the development of advanced technologies, including targeted drug delivery, materials processing, and
biomedical testing[2]. In practical scenarios, the size and internal morphology of three-phase droplets
are influenced by factors such as microfluidic device geometry, flow rate ratios, viscosity ratios, and
surface tension ratios[3]. Once formed, these droplets can be manipulated through external heat sources
or temperature fields. This study addresses a gap in the literature by investigating the thermocapillary
effects on the migration and release dynamics of compound droplets as shown in Fig. 1, a topic that has
remained largely unexplored. While previous research has primarily focused on two-phase systems, this
work expands the field by examining how the Marangoni number and Reynolds number influence the
reverse-encapsulation and core-release processes in complex multi-fluid systems. The core-release pro-
cess involves the separation of the inner droplet from its encapsulated state due to external forces, such
as thermocapillary effects, transitioning the system from a core-shell structure to two separate droplets.
Conversely, the reverse-encapsulation process involves the contraction of the outer fluid layer and the
migration of the inner droplet to re-encapsulate the outer droplet, reforming the core-shell structure un-
der thermocapillary effects. Using a reduction-consistent phase-field model for incompressible N-phase
flows, this study provides a comprehensive analysis of these processes, highlighting the influence of di-
mensionless parameters such as the Marangoni number, Reynolds number, and the radius ratio of the
inner-to-middle fluid in a core-shell structure. The findings show that while the Marangoni number
has minimal impact on migration velocity, thermocapillary forces are the primary driver of the pro-
cesses. The Reynolds number significantly affects encapsulation dynamics, with higher values resulting
in slower, more turbulent processes. Furthermore, the radius ratio plays a critical role in determining the
behaviors of reverse-encapsulation and core-release processes. These results enhance our understanding
of multiphase fluid dynamics and offer important implications for applications in microfluidics, targeted
drug delivery, and advanced materials synthesis.

FIG. 1: Schematic representation of two processes in a compound droplet: (a) the core-release process; (b) the
reverse-encapsulation process. (Red and green colors represent two different phase flows, and the background

color represents the third phase flow) [4]
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In this study, we investigate the behavior of oxygen bubbles generated at a microelectrode in an
acidic electrolyte (0.5 mol/L H2SO4) under high potentials. Using a three-electrode electrochemical
cell, single oxygen bubbles were produced at the anode and monitored with high-speed shadowgraphy
(up to 10 kHz frame rate). Concurrently, the velocity fields and refractive index variations around
the bubble were measured using particle tracking velocimetry (PTV) and schlieren imaging, respectively.

Our experiments reveal distinct growth modes: the slow growth mode (sg) and the fast growth mode
(fg). The sg mode is governed by solutal Marangoni convection, driven by proton production during
oxygen evolution, which increases the sulfuric acid concentration and surface tension at the bubble base.
Conversely, the fg mode is dominated by thermocapillary Marangoni convection, induced by localized
heating at the bubble interface. Particle tracks obtained via PTV and schlieren images (Fig. 1) illustrate
the contrasting vortex patterns generated during sg and fg modes. The transition between these modes is
attributed to instabilities in the force equilibrium at the bubble interface.

FIG. 2: a) Particle tracks obtained by PTV. The arrows in the figure show the direction of vortex motion. b)
Dimensionless Schlieren images and refractive index fields.

For the first time, we experimentally confirm the existence of solutal Marangoni convection, corrobo-
rating predictions from theoretical studies [1, 2]. These findings offer new insights into the mechanisms
governing bubble dynamics during electrolysis and have potential implications for optimizing gas
evolution processes.
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Photosurfactants are soluble surface active agents that can change conformation under illumination
of different frequencies. When exposed to visible light they conform to the trans state. Illumination by
shorter wavelength UV light transforms trans surfactants to the cis state by bending their hydrocarbon
tails. The process is reversible. We introduce mathematical models that describe the two surfactant
species, their exchange kinetics in the bulk due to light switching, their adsorption/desorption from
interfaces (e.g. air-water), and the exchange between them at the interface (see also [1] for a study of
liquid threads). In general, this leads to nonlinear coupled systems for the flow, surfactant concentrations
(bulk and interfacial) and nonlinear interfacial deflections, to produce a challenging mathematical prob-
lem. We use the models to study the fundamental problem of harnessing non-uniform light gradients to
induce mixing and interfacial non-uniformities in horizontal liquid layers wetting a solid substrate. This
is carried out asymptotically for small spatially varying light gradients superimposed onto a background
uniform illumination. We obtain analytical solutions and use them to reproduce experimental observa-
tions of light-actuated particle trapping by a local light pulse. Furthermore, we present light profiles
that generically induce Marangoni flows with vortical structures - see figures 1a-1b. Finally, we use our
analytical framework to show that inverse problems can be posed and solved to determine the required
light gradients needed to produce a pre-determined interfacial amplitudes to achieve controlled sculpting.

FIG. 1: Mixing due to a spatially periodic illumination superimposed on a uniform background light state: (a)
Streamlines and corresponding (b) velocity field for the fluid flow at first order under.
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Photo-responsive surfactants can reversibly change their molecular conformation when illuminated,
thereby tuning interfacial tensions in a multi-phase flow, as shown in fig. 1a. These “photosurfactants”
can therefore induce targeted and complex Marangoni flows (e.g.[1]), including droplet and bubble
motion in the fluid interior or along interfaces (as sketched in fig.1b), and may enable new avenues for
enhancing the performance of microfluidic, thermal, and water harvesting devices. However, to the best
of our knowledge, there are currently no general models for predicting the resulting flows from a given
combination of photosurfactant type, geometry, illumination and fluid properties. As a consequence, the
potential capabilities and benefits that could be derived from photosurfactants remain largely unknown.

In this conference contribution, we examine several photosurfactants, and leverage experimental data
that we gather from nuclear magnetic resonance, time-dependent tensiometry, as well as photosurfactant-
driven flows of increasing complexity, both on Earth and in microgravity [2, 3]. We deduce models for
the photo-switch mechanism and the attendant tension change, which we use to implement numerical
simulations, as well as to derive scaling relations for several key flows of fundamental and technological
importance (see [3]; an example is shown in fig.1c).

FIG. 1: (a) Interfacial tension between an aqueous solution of SP-DA-PEG photosurfactant and Krytox oil [3]. UV
light triggers a change in molecular conformation, leading to an increase in interfacial tension. (b) Schematic
of photo-Marangoni-driven motion of an aqueous droplet in Krytox oil. The drop migrates to the right. (c)
Experimental and scaling results for the migration velocity of the droplet [3]
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The shear-induced diffusion of particles in multi-dispersed suspension is considered. The diffusion
model considers migration fluxes resulting from gradients of particle interaction, suspension viscosity,
and variation of streamline curvature (Shauly et al. [1 ]). The viscosity of a suspension is assumed
to depend on the ratio of local concentration and the close-packing concentration that, in its turn, is a
function of particle size distribution. Models of suspension viscosity and of the close-packing concen-
tration, for φmax, are available in the literature. Several works propose various expressions for φmax as
a function of the first three statistical moments of a particle size distribution. In this contribution, the
dependence suggested in Santos et al. [2 ] is adopted and applied to solve stationary flow pattern and the
particle concentration distributions in multi-disperse suspensions in various viscometric flows (parallel
plates, cone and plate, and Couette devices). The total migration of the particles and the size segregation
of the various fractions are predicted for various total concentration and particle size distribution in the
suspension. The similarity and difference from cases of mono-dispersed suspensions is discussed.

FIG. 1: Stationary concentrations of fractions of bi-modal (upper plots) and multi-modal suspensions sheared in a
wide gap Couette device. The ratio between inner and outer cylinders equals 0.3.

Sample results on the stationary concentrations of individual fractions of suspensions sheared in a
Couette device are presented in Fig.1 for high, 0.6, and low, 0.2, initial concentrations. The upper
plots correspond to bi-modal suspension, with various particle size ratio, having initially equal volume
concentrations of large and small particles. The lower plots address a suspension with particles of 17
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different sizes. Initial concentrations mimic a normal distribution. Obviously, large and small particles
migrate to the outer and inner cylinders, respectively, while those with intermediate sizes are pushed
from both sides and exhibit maximum inside flow domain. Domains free from the large particles are
seen near the inner cylinder. For higher concentration, also region free of smaller particles appear near
the outer cylinder.

[1] A. Shauly, A. Wachs and A. Nir, Shear-induced particle migration in a polydisperse concentrated suspension,
J. Rheol. 42, 1329 - 1348 (1998).

[2] A. Santos, S. B. Yuste, M. Lopez de Haro, G. Odriozola & Ogarko, Simple effective rule to estimate the
jamming packing fraction of polydisperse hard spheres, Phys. Rev. E 89 040302(R) (2014).
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As awareness of environmental impact increases, the aggregation and separation of solid particles and
immiscible droplets in multiphase flows, such as wastewater, have been becoming more important. This
study focuses on the behavior of small particles introduced into a closed system known as a half-zone
liquid bridge (FIG. 1). A liquid bridge is formed by injecting a test liquid between two coaxially posi-
tioned rods. By imposing a designated temperature difference between the rods, Marangoni convection
is induced by occurring surface tension difference on the free surface of the liquid bridge due to the
temperature dependence of surface tension. When the temperature difference exceeds the critical value,
the flow exhibits a transition from a steady two-dimensional flow to a three-dimensional oscillatory flow
due to hydrothermal-wave (HTW) instability [1,2]. Under specific conditions in oscillatory flow, it has
been observed that low-Stokes-number particles accumulate and form coherent structures, known as par-
ticle accumulation structure (PAS) [3]. The spatial characteristics of PAS exhibit a strong correlation
with Kolmogorov-Arnold-Moser (KAM) tori, which are ordered structures formed within the thermal
convection field [4,5]. Additionally, in a thermal convection field with an azimuthal wavenumber of
mHTW = 3, a phenomenon has been reported in which particles change their motion to exhibit transi-
tions between different coherent structures [6]. In this study, we focus on the behavior of single type of
particles forming a coherent structure in a high-aspect-ratio liquid bridge with an azimuthal wavenumber
of mHTW = 1. Under the condition where the interparticle distance near the free surface decreases, we
firstly demonstrate experimentally the structure-to-structure transition of particle (FIG. 2). The transition
takes place right after the direct interaction with neighboring particle in the vicinity of free surface. In
the presentation, we will discuss the temporal-spatial four-dimensional behavior of interacting particles,
to unveil the scenario of particle transition between structures by illustrating the spatial distance between
adjacent particles

FIG. 1: (i) and (ii): Side- and top views of snapshots of the particle image, respectively; (iii) and (iv): Parti-
cle images stacked in a rotating frame of reference for cases with minimal and significant particle-particle in-
teractions, respectively. White dots represent the particles of 40 µm in diameter (corresponding Stokes number
St = ϱd2p/18H

2 = 7.5 × 10−5 , where ϱ = ρp/ρl is the ratio of particle and liquid densities, dp is the particle
diameter, and H is the liquid bridge height). Images in (iii) and (iv) are obtained by stacking images for a period of
2τHTW , where τHTW is the fundamental period for travelling flow in azimuthal direction. Common experimental
condition for all frames: Γ = 1.93, V/V0 = 0.837, and Re = |γT |∆TH/ρlν

2 = 8.1 × 102(∆T = 28K). Here
γT is the temperature coefficient of surface tension and n are the kinematic viscosity of liquid.
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FIG. 2: Time series of (i) positions of particles interacting in liquid bridge in rotating frame of reference and (ii)
evaluated their distance, d. In Panel (i), Circle (◦) indicates position of the particles. The trajectories within the
whole period of reconstruction are illustrated for the sake of visibility. Square (■) indicates the maximum radial
position in the gray trajectory and is set to φ = 0. The view point is varied for each frame to distinguish the mutual
positions of particles (Frames from left to right represents the trajectories observed at the azimuthal position of
φ = 270 degree, 180 degree, 90 degree and 0 degree)
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Rayleigh-Taylor instability in an elastic slab bounded by a rigid wall
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A quasi-irrotational approximation for the linear Rayleigh-Taylor instability in elastic solids with
finite thickness has been developed for the case in which the slab is in contact with a rigid wall. The
approximation yields simple but still reasonably accurate expressions for the instability growth rate.
They have the same character than the completely irrotational approximations already developed for
semi-infinite media, and recover its results in the limit for very thick slabs. The model is applied to the
analysis of the boundary of stability and the boundary for the elastic to plastic transition in elastic-plastic
media. The approach allows for considering the presence of a viscous fluid beneath the elastic-plastic
slab, extending previous results for ideal fluids.
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Modeling surfactant flow and surface tension modulations in foam dynamics
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Surface tension modulation by surfactant flow plays an important role in soap film dynamics. This
effect is especially manifest in the fast motion implied by topological changes in soap froths. The T1
process, whereby four bubbles exchange contacts, is a paradigmatic example [1][4].

This study aims to decompose and reconstruct the phenomena influenced by the Marangoni effect
through numerical simulations. Dealing with larger systems is a challenge, even in two dimensions. Our
method combines two approaches:

First, at the scale of a few bubbles or a single film junction [1], the film motion coupled to the surfac-
tant transfer along the interfaces are found by solving the flow and balance equations in a discretization
scheme [4].

Second, a numerical model, previously developed [3] to investigate bubble deformations and foam
dynamics, will be revisited and adapted to incorporate both surfactant flow and the implied surface
tension variations.

An important feature of foam rheology is the interplay of different time scales: the slow overall
deformation of the flowing foam, and the rapid movements triggered by local topological transformations
(T1 and T2 processes) involving dissipation and surfactant transport.

Viscous dissipation also occurs at the contact with solid walls. We consider two different setup:
bubble rafts with nearly free interfaces and quasi 2D foams confined between two rigid plates (Hele-
Shaw cell).

The results should provide the foundations for a more accurate numerical representation of foam flow,
including Marangoni-driven effects essential for foam stability and dynamics.
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FIG. 1: Confined foam with interfaces subdivided into segments

[1] R. Satomi, P. Grassia, and Ch. Oguey, Col. Surf. A, 2013, 438, 1016. , DOI: 10.1016/j.colsurfa.2013.08.021.
[2] S. Cox and T. Davies, Phys. Rev. E, 2021, 53, 101440.
[3] T. Kähärä, T. Tallinen, and J. Timonen, Phys. Rev. E, 2014, 90, 032307.
[4] F. Zaccagnino, A. Audebert, and S.J. Cox, Phys. Rev. E, 2018, 98, 022801.
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Visualization of thermocapillary flows in water sessile droplets under different heating
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Marangoni thermal flows at fluid interfaces are induced by interfacial temperature gradients. These
flows significantly affect the internal fluid dynamics of droplets [1 ]. Understanding thermocapillary
flows is crucial for microfluidics, heat transfer and interfacial science. In this work, we investigate the
behavior of Marangoni-driven flows in water sessile droplets deposited on non-wetting surfaces under
different heating conditions. A temperature gradient can be introduced either by directly illuminating the
droplet apex with a CW laser or by heating the substrate using a Peltier plate. In the first case, the laser
can generate temperature gradients at the liquid-vapor interface, which, due to the intrinsic properties of
a 2D laser sheet, may not be homogeneous across the entire drop surface. This can result in anisotropic
heating, potentially inducing asymmetric Marangoni flows. Conversely, by thermal conduction, the en-
tire solid-liquid interface reaches a uniform temperature, creating a well-defined temperature gradient
between the top and bottom of the droplet. These different heating configurations can give rise to distinct
thermally induced flow patterns, where the competition between surface and bulk temperature effects
may lead to complex and non-trivial circulation dynamics. The combination of both heating mecha-
nisms may offer new insights into the resulting flow patterns. To visualize and analyze these thermally
induced flows, we introduce fluorescent tracers into a water sessile droplet, enabling real-time tracking
of flow structures via particle image velocimetry. By systematically varying heating conditions, we aim
to explore the fundamental mechanisms governing these flows. This study provides a general framework
for understanding thermally-induced flows in confined liquid systems and contributes to the broader field
of interfacial fluid dynamics.

FIG. 1: Representative PIV visualization of internal flow patterns in a 10 µL water sessile droplet evaporating on
a superhydrophobic surface

[1] X. Xu, J. Luo, Marangoni flow in an evaporating water droplet. Appl. Phys. Lett. 17 September 2007; 91 (12):
124102. https://doi.org/10.1063/1.2789402

75



Concrete lightweight materials: Global Engineering Challenges
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Global warming is an important issue now a days and the major driver for this phenomenon is CO2
emissions [1]. To tackle this issue both the thermal management system and CO2 reduction are
important tasks to develop. Moreover, due to the ageing nuclear power plants and the hazardous effect
of radiation leads to the importance of having radiation shielding materials. It is important to develop
novel composites that can withstand CO2 emission under the thermal management system for radiation
shielding material.

Concrete has been a widely accepted material for a variety of applications including thermal
storage material, radiation shielding material, building structure materials etc. However, it has faced
several challenges due to its density and weight, workability, cost, thermal insulation, maintenance and
environmental impacts [2]. To tackle those issues, several researchers tried to develop novel concrete
utilizing several the natural or industrial waste, fibres, minerals, nanoparticles so that it can help to
reduce the CO2 reduction to align with the net zero emission. However, there is still concern about the
sustainability of those concrete and its effectiveness of the concrete, as there is still under review.

Incorporating porous structure to the concrete can be solution of the many issues towards its
drawbacks. Porous structures help to reduce the weight of the structure having the larger surface area
and high absorption capacity [3]. Moreover, it can be eco-friendly through utilizing the plants, soil,
natural minerals which helps to reduce the CO2 emissions to align with the net zero emissions [4].

To tackle all the concern, this research is focusing on two distinctive area. It will contribute a hol-
low review about the effectiveness of the novel concrete for radiation shielding material and its impact
towards CO2 reduction to maintain the net zero emissions. Moreover, this research also contributed to-
wards developing a novel porous concrete composite utilizing the natural clay mineral to meet towards
the sustainability and CO2 reduction for radiation shielding applications.

FIG. 1: Freestanding foamed concrete samples.

[1] O. Osman Gencel, ”Properties of eco-friendly foam concrete containing PCM impregnated rice husk ash for
thermal management of buildings,” Journal of Building Engineering, vol. 58, no. 104961, 2022.

[2] B. B. D. P. N. Q. Salim Barbhuiya, ”A comprehensive review of radiation shielding concrete,” Structural
Concrete, 2024.

[3] C. Z. Zipeng Guo, ”Recent advances in ink-based additive manufacturing for porous structures,” Additive
Manufacturing, vol. 48, no. B, 2021.
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Characterization of the compressible phase in Richtmyer-Meshkov Instability
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A study of the linear phase of the Richtmyer-Meshkov Instability (RMI) is presented for both
reflected shock/rarefaction wave configurations. The type of reflected wave and the subsequent time
evolution of the problem are determined by four initial pre-shock parameters: two quantities that
characterize the fluids compressibility (for an ideal gas equation of state, their specific heat ratios), the
initial density ratio across the interface, and the incident shock strength. Due to the front corrugation,
hydrodynamic perturbations are generated in the compressed or expanded fluids. There are three types
of perturbations: evanescent sound waves, vorticity, and entropy fluctuations. The two latter are frozen
to the fluid elements for inviscid flow. The initial contact surface ripple begins to grow in time, driven
by the perturbation fields and the initial velocity shear deposited by the fronts just after they separate
from it. In the linear growth phase, two distinct phases can be distinguished: the first is a transient
compressible stage in which oscillations due to evanescent sound waves are observed; and the second
is a linear incompressible phase when the ripple growth reaches its asymptotic velocity. A comparative
analysis has been conducted among compressible linear theory [1, 2], hydrodynamic simulations,
the vortex sheet model [3], and classical RMI experiments. The analysis revealed a high degree of
agreement among these methods in cases where the initial ripple amplitude is sufficiently small to
induce linear growth. It has been demonstrated that incompressible nonlinear models must consider the
compressible effects that occur during the linear transient phase to ensure accurate predictions in later
stages of the instability. The duration of this linear transient phase has been estimated and compared
with previous prescriptions.

The authors acknowledge support by ILE Collaborative Research 2023B2-013, and grants PID2022-
139082NB-C51, PID2021-125550OB-I00 and TED2021-129446B-C41 funded by MCIN/AEI and
project H2SFE-CM-UC3M funded by Madrid Government-UC3M Multiannual Agreement.
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[2] ] ] F. Cobos Campos, and J. G. Wouchuk, Phys. Rev. E 96, 013102 (2017)
[3] ] C. Matsuoka and N. Nishihara, Phys. Rev. E 73, 026304 (2006).
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Reduced-order modeling of heated falling films
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I. ABSTRACT

A thin film flowing down a vertical wall develops large solitary waves at its free surface due to
Kapitza instability, enhancing heat transport across the film. Modeling this phenomenon is important
due to its relevance in waste heat recovery in industrial processes using falling films.

In this work, two families of robust reduced-order models, single and two-variable models, are
developed to predict temperature profile and heat transfer in falling films at low to high Reynolds
(Re) and Prandt (Pr) numbers. First, single-variable models are formulated in terms of the interface
temperature using Galerkin projections of temperature profiles onto polynomial eigenfunctions [1].
These models perform well for low to moderate Re and high Pr, but deviate at high Re or large interface
deflections due to the dependence of interface temperature on interface deflections. To address this,
two-variable models incorporating both interface temperature and its curvature are developed. These
models effectively capture thermal convective circulations near solitary wave crests formed at high Re
and Pr, a feature missed by single-variable models. While the two variable models enhance the accuracy
in this range, the simpler single-variable model remain effective for low to moderate Re.

This work distinguishes itself from existing works in two key ways. First, it develops robust reduced-
order models by employing higher-degree polynomial projections of the temperature profile. Second,
it incorporates Robin boundary conditions at both the wall and the free surface, facilitating effortless
integration of the model with various thermophysical problems.
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I. INTRODUCTION

Nowadays, sustainability and energy efficiency are key factors in vehicle design and development. In
this context, the integration of phase change materials (PCMs) in the automotive industry emerges as a
promising approach to enhance passenger comfort. PCMs can absorb and store large amounts of thermal
energy during phase transitions and release that energy when the temperature drops, helping to reduce
peak cabin temperatures. This, in turn, decreases the use of air conditioning systems, which consume
significant energy and negatively affect both fuel efficiency in combustion vehicles and driving range in
electric vehicles [1-6].

This work involves selecting PCMs from the literature with optimal thermal properties for automotive
applications, followed by thermal simulations to evaluate their performance when integrated into the
vehicle roof. The study aims to assess the PCM’s ability to regulate interior temperatures and release
heat in a controlled manner [1-6]

II. METHODOLOGY

This study analyses the thermal behavior of Phase Change Materials (PCMs) in a vehicle roof con-
sidering both summer and winter scenarios with the vehicle in motion. Simulations were conducted
modeling heat transfer and phase change phenomena. Madrid’s climate served as the reference, chosen
for its representative hot summers (34.03 Celsius ave. max. temp.) and moderately cold winters (2.54
Celsius ave. min. temp.), with theoretical foundations based on literature. The conceptual design in-
volved a simplified multi-layer model of the vehicle roof, including the steel exterior, insulation, PCM
layer, and interior lining, focusing on vertical heat flow driven by external radiation/forced convection
and internal natural convection.

The simulation setup utilized a reduced-scale geometry (20mm x 10mm x 0.5mm) to manage compu-
tational constraints. Realistic boundary conditions were applied: a mixed condition of radiation and ex-
ternal forced convection on the top surface (exterior) and natural convection on the bottom surface (cabin
interior), with coupled surfaces between layers to allow heat transfer. Data for these simulations were
compiled from various sources, including PCM dimensions (4mm thickness based on a Segment C vehi-
cle roof, see figure 1), typical Madrid travel time (23 minutes), thermophysical conditions for Madrid in
2024 (temperatures, wind, solar irradiation, heat flux for warm/cold months), air properties for heat trans-
fer calculations, and properties of selected PCMs (including commercial and literaturesourced materials
with varied melting ranges, i.e. RT18HC, n-Heptadecane, HS22P, Coconut oil, RT25HC, n-Octadecane
+ Al2O3 nanoparticles) [7-10].

FIG. 1: Roof PCM-integrated cross-section.
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III. RESULTS

PCMs act as thermal insulation, absorbing and releasing heat in a controlled manner. Specific PCMs
like n-heptadecane, HS22P, and RT25HC were particularly effective in warm conditions, keeping the
temperature of the roof’s lower surface (near the cabin) almost constant, with increases of less than 0.5
K during the simulated trip. This is a significant improvement compared to the air cavity (7.5 K increase)
or PU foam (8.2 K increase) reference cases. The internal convection during melting helps distribute heat
more uniformly within the PCM. See figure 2.

FIG. 2: PCM Average Temperature summer case

IV. CONCLUSIONS

Preliminary results indicate that incorporating PCM in the vehicle roof can reduce the dependence
on the HVAC system and enhance thermal comfort in the cabin, key factors for energy efficiency in both
electric and conventional vehicles.
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[4] Nicolalde, J. F., Cabrera, M., Martı́nez-Gómez, J., Salazar, R. B., & Reyes, E. (2022). Selection of a phase
change material for energy storage by multi-criteria decision method regarding the thermal comfort in a vehi-
cle. Journal of Energy Storage, 51, 104437. https://doi.org/10.1016/j.est.2022.104437.

[5] Afzal, A., Saleel, C. A., Badruddin, I. A., Khan, T. Y., Kamangar, S., Mallick, Z., ... & Soudagar, M. E. M.
(2020). Human thermal comfort in passenger vehicles using an organic phase change material–an experimental
investigation, neural network modelling, and optimization. Building and Environment, 180, 107012, 0360-
1323, https://doi.org/10.1016/j.buildenv.2020.107012.

[6] Consorcio Regional de Transportes de Madrid, “Encuesta de movilidad de la Comunidad de Madrid 2018:
Documento sı́ntesis,” Deloitte e IPD, 2019.

[7] Madrid, spain weather history. https://www.wunderground.com/history/monthly/es/madrid/LEMD/date/2024-
12. Accessed: 2025-04-24.

[8] Madruga, S., & Mendoza, C. (2021). Heat transfer performance and thermal energy storage in nano-enhanced
phase change materials driven by thermocapillarity. International Communications in Heat and Mass Transfer,
129, 105672. https://doi.org/10.1016/j.icheatmasstransfer.2021.105672.

[9] Pcm rt-line, versatile organic pcm for your application. https://www.rubitherm.eu/en/productcategory/organische-
pcm-rt. Accessed: 2025-04-24.

[10] Phase change material. https://pcmpacks.com/. Accessed: 2025-04-24.

80



Numerical Study of Polylactic Acid Extrusion in FDM 3D Printing

D. Gomez-Lendinez1,2, R. Rodriguez Larios1,3, J. Garcia-Moreno Caraballo1,4 and R. Barea1,5

1Polythecnic School, Nebrija University, 28015, Madrid, Spain 2dgomezle@nebrija.es,
3rrodriguezl4@alumnos.nebrija.es, 4jgarciamoreno@nebrija.es ,

5rbarea@nebrija.es

I. INTRODUCTION

Additive manufacturing, specifically Fused Deposition Modeling (FDM), has gained popularity due
to its versatility and ease of use. Polylactic acid (PLA) is one of the most widely used filaments in FDM
because of its biodegradability, low melting temperature, and favorable mechanical properties. Under-
standing the flow behavior of PLA during extrusion is crucial for enhancing print quality and optimizing
the manufacturing process. [1-9] FDM printing involves heating and extruding thermoplastic filaments
through a nozzle, where factors such as temperature, extrusion speed, and layer height significantly affect
print quality. Previous studies have explored the rheology and thermal properties of PLA. However, a
detailed computational analysis of its extrusion dynamics remains underdeveloped. Advanced simula-
tions using computational fluid dynamics (CFD) provide deeper insights into material behavior during
printing. The present work is an extension of the study presented in [2].

II. METHODOLOGY

The study focuses on the extrusion of polylactic acid (PLA) in Fused Deposition Modeling (FDM)
through a computational approach using. A computational fluid dynamics (CFD) model was developed
to simulate the behavior of PLA during extrusion, considering its rheological properties and heat transfer
characteristics. The Volume of Fluid (VOF) model was employed to track the interface between the
molten PLA and surrounding air. To ensure accuracy, a refined and optimized mesh was used, particularly
in regions with high thermal gradients and complex flow dynamics.

The geometry of the extrusion system, including the nozzle and filament path, was modeled based on
standard FDM printer specifications (see Figure 1). Boundary conditions were defined, with the nozzle
temperature set at 190°C as standard PLA fusion temperature and different extrusion velocities ranging
from 0.01 m/s to 0.04 m/s. The bed velocity was varied between 0.02 m/s and 0.08 m/s to analyze its
impact on filament deposition. The time step was set to 0.0005 s to capture transient effects during the
extrusion process, ensuring precise modeling of flow stability and thermal diffusion. The surface tension
is assumed constant, and the density of PLA is modeled according to Witzke [9].

FIG. 1: Plane representation with respect flow extrusion.

III. RESULTS

The simulations revealed that extrusion height significantly influences the final print quality. Lower
layer heights (0.05 mm) resulted in a flatter and more compressed filament distribution, which increased
processing time and caused instabilities during extrusion at flow borders. In contrast, higher layer heights
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(0.4 mm) reduced printing time for the same deposited volume but led to inconsistencies in material
deposition and weaker inter-layer bonding due to a smaller contact area.

Density contour plots showed variations in filament deposition, with higher layer heights resulting in
a more uniform flow. Temperature contour analyses indicated that rapid cooling at lower layer heights
contributed to better adhesion and could potentially affect mechanical properties.

The following figure 2 shows density profiles at h = 0.4 mm, Vextrusion = 0.03 m/s and Vbed = 0.04
m/s with a Carreau viscous model at symmetry plane.

FIG. 2: Density contour at symmetry plane.

IV. CONCLUSIONS

The computational analysis successfully simulated the extrusion behavior of PLA in FDM 3D print-
ing, providing valuable insights into flow dynamics, temperature distribution, and filament deposition.
Moreover, results demonstrated that lower layer heights (0.05 mm) improve resolution but increase pro-
cessing time, while higher layer heights (0.4 mm) reduce print time but may lead to defects such as poor
adhesion and warping.

Future enhancements in simulation accuracy could lead to better control of extrusion parameters, re-
ducing defects and improving the overall mechanical strength of printed objects. In addition, simulations
are expected to be expanded to include multi-material extrusion processes and/or dynamic speeds along
the printing paths.

[1] Bikas, H., Stavropoulos, P. & Chryssolouris, G. Additive manufacturing methods and modelling approaches:
a critical review. Int J Adv Manuf Technol 83, 389–405 (2016). https://doi.org/10.1007/s00170-015-7576-2

[2] Gomez Lendinez, D.; Rodriguez Larios, R.; Barea del Cerro, R. Computational Analysis and Simulation of
Polylactic Acid Extrusion in 3D Printing, in Proceedings of the 5th International Electronic Conference on
Applied Sciences, 4–6 December 2024, MDPI: Basel, Switzerland
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10.1016/j.addr.2016.06.012. Epub 2016 Jun 26. PMID: 27356150.
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Pinning–depinning transition of droplets on inclined substrates with a three-dimensional
topographical defect

Ninad V. Mhatre1 and Satish Kumar1,2
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Droplets on inclined substrates can depin and slide freely above a critical substrate inclination angle.
Pinning can be caused by topographical defects on the substrate, and understanding the influence of
defect geometry on the pinning–depinning transition is important for diverse applications such as fog
harvesting, droplet-based microfluidic devices, self-cleaning surfaces, and inkjet printing. Here, we
develop a lubrication-theory-based model to investigate the motion of droplets on inclined substrates
with a single three-dimensional Gaussian¡-shaped defect that can be in the form of a bump or a dent.
A precursor-film/disjoining-pressure approach is used to capture contact-line motion, and a nonlinear
evolution equation is derived which describes droplet thickness as a function of the position along the
substrate and time. The evolution equation is solved numerically using an alternating direction implicit
finite-difference scheme to study how the defect geometry influences the critical inclination angle and the
shape of a pinned droplet. It is found that the critical substrate inclination angle increases as the defect
becomes taller/deeper or wider along the direction lateral to the droplet-sliding direction. However, the
critical inclination angle decreases as the defect becomes wider along the sliding direction. Below the
critical inclination angle, the advancing contact line of the droplet at the droplet centerline is pinned to
the defect at the point having maximum negative slope. Simple scaling relations that reflect the influence
of defect geometry on the droplet retention force arising from surface tension are able to account for
many of the trends observed in the numerical simulations [1].

[1] N. V. Mhatre and S. Kumar, Soft Matter 20, 3529-3540 (2024).
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Chemo-mechanical coupling in sessile drops covered by reactive surfactants- from simple
self-propulsion to irregular motion

Florian Voss1 and Uwe Thiele1,2

1Institute for Theoretical Physics, University of Münster, Wilhelm-Klemm-Str. 9, 48149, Münster, Germany
2Center for Nonlinear Science (CeNoS), University of Münster, Corrensstr. 2, 48149 Münster, Germany

Wetting and dewetting dynamics of simple and complex liquids is described by kinetic equations in
gradient dynamic form incorporating the various coupled dissipative processes in a thermodynamically
consistent way. After reviewing recent advances for sessile shallow drops on various substrates, we
also review how chemical reactions can be captured by a related gradient dynamics description. Then,
we bring both aspects together and discuss mesoscopic reactive thin-film hydrodynamics illustrated
by two examples, namely, models for reactive wetting and reactive surfactants where the interplay of
an autocatalytic reaction of surfactant-like chemical species on the free surface, the resulting solutal
Marangoni effect and the physics of wetting is of central importance. In all cases, these models can
describe the approach to equilibrium. However, in the presence of chemical fuel they may also be
employed to study out-of-equilibrium chemo-mechanical dynamics [1]. Then, one breaks detailed
balance by chemostatting and obtains active (non-gradient) systems.

In the case of reactive wetting we recover the well-known running drops driven by chemically sus-
tained wettability gradients [2, 3]. In the case of drops covered by autocatalytic reactive surfactants we
describe the positive feedback loop between the local reactions and the Marangoni effect that allows for
self-oscillating and self-propelled drops. Besides simple directional motion, we discuss crawling drops
(periodic stick-slip motion) and shuttling drops (periodic back-and-forth motion) as well as drops per-
forming random walks, thus exploring the entire substrate. We study the occurring dynamics and show
how the observed states emerge from local and global bifurcations. Due to the underlying generic ther-
modynamic structure, we expect that our results are relevant not only to directly related biomimetic drop
systems [3, 4] but also to systems of similar structure like reactive phase-separating mixtures [5].

FIG. 1: (a) Sketch of a droplet on a flat, rigid and chemically homogeneous substrate covered by two autocat
alytically reacting species of surfactant. The system is driven by an exchange of surfactant with an ambient bath
(chemostat). (b) Snapshot from a corresponding time simulation. Large drops perform a self-organized random
walk by nucleation of localized surface tension structures. The arrow indicates the momentary direction of motion.

[1] Voss, F., Thiele, U., J. Eng. Math. 149, 2 (2024). doi: 10.1007/s10665-024-10402-x
[2] Dos Santos, F. D., Ondarc ¸uhu, T., Phys. Rev. Lett. 75, 2972 (1995). doi: 10.1103/PhysRevLett.75.2972
[3] Sumino, Y., Magome, N., Hamada, T., Yoshikawa, K., Phys. Rev. Lett. 94, 068301 (2005), doi: 10.1103/Phys-

RevLett.94.068301
[4] Satoh, Y., Sogabe, Y., Kayahara, K., Tanaka, S., Nagayama, M., Nakata, S., Soft Matter 13, 3422 (2017), doi:

10.1039/c7sm00252a
[5] Demarchi, L., Goychuk, A., Maryshev, I., Frey, E., Phys. Rev. Lett. 130, 128401 (2023), doi: 10.1103/Phys-

RevLett.130.128401
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The partial wetting problem revisited to account for large Bond numbers
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This work concerns the modeling at macroscopic scale of a sessile drop, whose size is on the scale
of its capillary length or above it. Indeed, almost all works dealing with Axisymmetric Drop Shape
Analysis (ADSA) are based on solving Laplace’s equation along the liquid–fluid interface together with
Young’s equation [1] as a boundary condition at contact line. Despite this widespread practice one can
wonder how legitimate is this approach if one wants to model real life experiments for which many
conditions significantly deviate from those involved in the formal derivation of Young’s equation [2].

The present work presents the governing equations to deal with cases with a body force that induces
large Bond number and accounts for horizontal but non-ideal solid substrates. Although it is assumed at
thermodynamical equilibrium the sessile drop is not an isolated system. It exchanges some mechanical
work with the solid substrate and surrounding fluid until it reaches an equilibrium shape that satisfies
the total energy conservation. Meanwhile the main part of the involved mechanical work is reversible,
the part associated with the pinning at contact line is not. This irreversible part is responsible for the
differential behavior experienced for advancing or receding contact line, that results in the hysteresis of
macroscopic contact angle. The outcomes of the proposed approach are: i) the energy associated with
the three-phase-zone influences the macroscopic contact angle in a 1/r trend (r being the dimensionless
wetted radius), so this contribution becomes negligible for sizes of sessile drop on macroscopic scale.
The macroscopic contact angle asymptotically tends towards the value of advancing contact angle; ii) the
macroscopic contact angle also depends on the Bond number over a broad range of values, cf. Fig. 1 for
seven dimensionless ratios of surface free energies (S =

γsf−γsl
γlf

). Solid lines refers to the solution with
no line energy, short and long dashed lines refer to advancing and receding contact lines, respectively.
Thus, it follows that in many situations where earth gravity is no longer negligible at macroscopic scale,

FIG. 1: Sessile drops in a gravity field for Bond number ranging from 0-4 (step of 1).

interfacial free energies deduced from Young’s equation could be incorrectly evaluated. So, in a
gravity field once the size of a sessile drop is on the scale of its capillary length or above it, Young’s
equation is only an approximate relationship for the macroscopic contact angle.

[1] Young, T. An Essay on the Cohesion of Fluids. Philos. Transactions, Roy. Soc. Lond. 95, 65-87 (1805).
[2] Medale, M., Brutin, D. Sessile drops in weightlessness: an ideal playground for challenging Young’s equa-

tion.npj Microgravity 7, 30, DOI: 10.1038/s41526-021-00153-9 (2021)
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Emergence of run-and-tumble-like swimming in self-propelling active droplets in soft
microchannels
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The dynamic response of self-propelling microswimmers, e.g. flagellated bacteria, to alterations in
the stiffness/softness of confining walls remains ambiguous despite their biophysical significance [1, 2].
Here, we experimentally investigate the effects of increasing softness of the walls of a micro-confinement
on the swimming dynamics of self-propelling microswimmers, considering active droplets in microchan-
nels as a synthetic model system. Active droplets spontaneously develop self-sustaining gradients in
interfacial surfactant coverage in supramicellar aqueous surfactant solutions, resulting in Marangoni
stress driven self-propulsion [3]. We use a combination of double-channel fluorescence microscopy,
and micro-PIV analyses to reveal the microswimmer dynamics in soft microchannels. Fascinatingly, in a
soft microchannel, the self-propelling droplet microswimmers exhibit a run-and-tumble-like swimming,
in contrast to unidirectional, wall-hugging swimming in a rigid microchannel (Fig.1(a)). Specifically,
the former dynamics is characterized by frequent sharp reorientations (‘tumbles’) in the swimming di-
rection, which are preceded and followed respectively by local deceleration and acceleration of the mi-
croswimmer (Fig.1(b), (c)). We connect such emergent swimming dynamics in a soft microchannel to
the alterations in chemo-hydrodynamics using numerical simulations based on boundary integral method
and the experimentally evaluated evolution of the chemical trail ejected by the droplet microswimmers.

FIG. 1: (a) Trajectories of active droplets in rigid and soft microchannels. (b) Increase in reorientation events with
microchannel softness. (c) Correlation between sharp reorientation and variation in local swimming velocity.

[1] F. Song, and D. Ren, Stiffness of cross-linked poly(dimethylsiloxane) affects bacterial adhesion and antibiotic
susceptibility of attached cells, Langmuir 30, 10354-10362, (2014).

[2] Q. Peng et al., Three-dimensional bacterial motions near a surface investigated by digital holographic mi-
croscopy: Effect of surface stiffness, Langmuir 35, 12257-12263, (2019).

[3] S. Michelin, Self-propulsion of chemically active droplets, Ann. Rev. Fluid Mech. 55, 77-101, (2023).
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We experimentally investigate the ejection of liquid from a nozzle into a quiescent, immiscible fluid.
Measuring velocity fields in such liquid-in-liquid systems presents significant challenges due to optical
aberrations caused by refractive index gradients. To overcome this, we utilize a refractive index-matched
liquid pair, specifically silicon oil injected into a sugar-water mixture. This index matching enables
simultaneous measurements of velocity and volume fraction using Particle Image Velocimetry (PIV)
and Planar Laser-Induced Fluorescence (PLIF), respectively. As the flow rate increases, we observe a
transition from a dripping regime to a jetting regime [1]. At low flow rates, surface tension outweighs
inertia, causing the liquid bridge (stem) between the main drop and the nozzle to curve more prominently.
This curvature promotes the formation of satellite droplets, as illustrated in fig. 2(a). However, as the
inlet velocity increases, the stem exhibits lower curvature, leading to the formation of only a primary
drop. Once detached, the droplet propagates vertically under buoyancy. Velocity field analysis (insets
in fig. 2 (a) and (b)) reveals a recirculating zone at the droplet tip, with maximum vorticity (not shown
here) observed at higher flow rates. Additionally, the wake region expands with increasing ejection
velocity. Ongoing work focuses on analyzing velocity patterns within the droplet at different stages of
its propagation.

FIG. 2: Dynamics of silicon oil ejected into a sugar-water solution. PLIF images are presented for different
Reynolds numbers: (a) Re = 7, (b) Re = 20, and (c) Re = 45. The Reynolds number is defined as Re =
ρiUD/µi, where U is the mean ejection (exit) velocity, D is the nozzle diameter, and ρi and µi represent the
density and viscosity of silicon oil, respectively. The kinematic viscosities of silicon oil and the sugar-water
mixture are 10 cSt and 5.6 cSt, while their densities are 960 kg/m3 and 1150 kg/m3, respectively. The nozzle
diameter is 10 mm, and the interfacial tension is 0.027 N/m. Insets in (a) and (b) illustrate the velocity field in the
frame of reference of the droplet. Subfigure (d) provides an overview of the experimental setup.

[1] A. S. Utada and A. Fernandez-Nieves, H. A. Stone and D. A. Weitz, Dripping to Jetting Transitions in Coflow-
ing Liquid Streams, Phys. Rev. Lett. 99, 094502-4 (2007).
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Dynamics of compound polymeric droplet in viscoelastic extensional flow
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Complex fluid behavior is omnipresent in the processing industry and in bio-medical applications.
The intricate phenomena arising due to the interplay between fluid complexity and interfacial effects
are hitherto unexplored in detail. To this end, the present work explores the steady-state and transient
behavior of compound viscoelastic droplets suspended in another immiscible viscoelastic medium.
The Giesekus constitutive equation is used to characterize the viscoelasticity for all three phases, as it
captures not only shear-dependent viscosity but also predicts non-zero first and second normal stress
coefficients. The initially spherical compound droplet (comprising a spherical inner droplet encased in a
spherical shell) is placed in an axisymmetric Stokesian extensional flow and is allowed to deform.

We first utilize an asymptotic framework to solve the problem analytically in small Deborah and
Capillary number limits. Using a combination of regular and domain perturbations [1], we achieve
asymptotic solutions for steady-state deformation which gives us fundamental insights into the physical
interplay between interfacial forces and viscoelastic effects. The primary analytical results are shown in
Figure 1(a).

We then use a numerical framework developed on the COMSOL FEA package to probe the transient
regime and to go beyond the small Ca and De limits. We are currently in the last stages of validating
[2,3] the numerical framework, which utilizes Phase-Field method to capture the interface and a custom
PDE solver to account for the viscoelastic stresses. We expect to obtain the results for our parametric
space shortly. The representative result for primary transient simulations is shown in Figure 1(b).

The parametric dependence on viscosity ratios, mobility terms, relaxation times, and deformability
is being investigated in depth. The preliminary findings show significant non-monotonous behavior and
a strong dependence on the properties of the shell, which can inhibit deformation and delay breakup.
The complete findings will have implications for several applications like polymer processing, medical
and pharmaceutical fields such as targeted drug delivery, etc.

FIG. 1: (a) Analytical steady state results: different parameters, and pictorial representation of the deformed drop
(b) Representative numerical transient result: non-monotonous behavior with viscosity ratios
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[3] T. Chinyoka et al., Two-dimensional study of drop deformation under simple shear for Oldroyd-B liquids, J.
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Study of Binary Water Droplet Coalescence in Microgravity
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Studying droplet coalescence and mixing in microgravity conditions provides insights into fluid me-
chanical phenomena that are otherwise masked by the dominance of gravity on Earth [ 1 ]. This study
investigates the coalescence of two water droplets in a gaseous environment under microgravity condi-
tions aboard the Columbus Module on the International Space Station (ISS). The research is conducted
as part of a European Space Agency (ESA) project. In the experiments, droplets are generated at the ends
of two needles, which are moved along a common axis to facilitate collision. The droplet diameters and
velocities are systematically varied to analyze their impact on coalescence dynamics. High-resolution,
high-speed video recordings capture key processes, including droplet deformation, coalescence, and
mixing. To visualize mixing, one droplet is marked with Methylene Blue dye. The microgravity level at
which the experiments are performed is between 10−4g and 10−6g.

FIG. 1: Asymmetrical case of binary water droplet coalescence in microgravity. 1 Before coalescence; 2. Bridge
healing; 3. Capillary wave propagation; 4. Mixing.

A coalescence experiment is presented in Fig. 1, and highlights stages such as bridge formation
and healing, capillary wave generation, and mixing dynamics between the droplets. The experiments
are designed to systematically assess the effects of symmetrical and asymmetrical droplet diameter
combinations, impact velocities, on coalescence and mixing behavior. The velocities were chosen to
maintain a small Weber number to minimize the risk of the formation of stray, free-floating droplets
inside the interaction chamber. In some cases, the newly formed liquid column is pinched off from the
tips of the needles. Depending on the experimental parameters, small or large free-floating droplets are
generated. Currently, this observed behavior of the coalescence process is being investigated, with focus
on the influence of capillary waves on the individual parts of the process [ 2 ].
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Controlling the dynamics of a free surface in microgravity via thermocapillary flows
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Fluid manipulation and control is crucial for space exploration. The “Thermocapillary-based con-
trol of a free surface in microgravity” (ThermoSlosh) microgravity experiment [1] proposes the use of
thermocapillary flows for controlling the dynamics of a free surface in circular or slightly elliptical cells,
half-filled with different silicone oils or a fluorinert; see Fig. 1(left). Here, we conduct a detailed numeri-
cal analysis of the associated dynamics when subjected to thermal forcing. The effect on the free surface
dynamics of the applied temperature difference ∆T , fluid and contact properties, and ellipticity δ is ana-
lyzed. Results strongly suggest that thermocapillary flows can be used to control the interface orientation
within the cell. In particular, the steady, thermally-driven position of the interface — perpendicular to
applied ∆T — undergoes a pitchfork bifurcation at a critical ellipticity δcr that breaks the symmetry of
the system [2]; see Fig. 1(right). This control can be further improved by using classical PID feedback
to adjust the cell boundary temperatures in real-time. The proportional and derivative gains can be se-
lected to optimize the stabilization time and/or energy cost, while the integral contribution iseffective in
reducing the steady-state error [3].

FIG. 1: (left) Sketch of the 2D numerical model. (right) Steady free surface orientation Θ̂∞ as a function of the
ellipticity δ.

[1] P. Salgado Sánchez, U. Martı́nez, D. Gligor, I. Torres, J. Plaza and J. M. Ezquerro, The “Thermocapillary
based control of a free surface in microgravity” experiment, Acta Astron. 205, 57–67 (2023).

[2] I. Jiménez, P. Salgado Sánchez, D. Gligor, A. Borshchak Kachalov and A. Arshadi, Microgravity control of a
free surface in elliptical containers via thermocapillary flows, Microg. Sci. Technol. (submitted).

[3] J. Plaza, D. Gligor, P. Salgado Sánchez, J. Rodrı́guez and K. Olfe, Controlling a free surface with thermocap-
illary flows and vibrations in microgravity, Microg. Sci. Technol. 36, 13 (2024)
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The particle accumulation structure (PAS) is a unique feature that appears in a liquid bridge associated
with oscillatory thermocapillary convection and is attracting much attention from many researchers [1, 2].
When the oscillation mode is the rotating type and conditions, e.g., temperature, shape of the liquid
bridge, are set to proper values, particles seeded in a liquid bridge accumulate along specific orbits,
resulting in the formation of PAS. A series of space experiments on thermocapillary convection in a
liquid bridge, called Dynamic Surf project, were conducted aboard the International Space Station from
2013 to 2016 [3]. One of the main objectives of this project was to observe the PAS in a large-scale liquid
bridge, and this was achieved, as reported by Sakata et al. [2], who identified the PAS with the azimuthal
mode number of m = 1. The present study also focuses on this PAS, but in the sense of visualizing
its spatial structure through the optical tomographic reconstruction technique [4]. The typical result is
shown in Fig. 1. In the present space experiment, the liquid bridge was formed between the aluminum
disk at a lower temperature and the transparent sapphire disk at a higher temperature. As shown in Fig.
1(a), three top-view cameras mounted above the sapphire disk observed the spatiotemporal behavior
of tracer particles from different perspectives, and the particles can be reconstructed using these images.
Figure 1(b) shows the distribution of tracer particles represented by a green, fog-like region, with the dark
green line illustrating the orbit. We notice that the tomographic reconstruction technique used here has
been customized by the authors to suit flow visualization in a cylindrical system. The spirally ascending
PAS with m = 1 can be recognized, and by using this result, one can make qualitative and quantitative
evaluations of the PAS in a more precise sense, e.g., the degree of accumulation [1]

FIG. 1: (a) Top views of PAS observed in the space experiment and (b) its tomographic reconstruction.

[1] H. C. Kuhlmann and F. H. Muldoon, Particle-accumulation structures in periodic free-surface flows: Inertia
versus collisions, Phys. Rev. E. 85, 046310 (2012).

[2] T. Sakata et al., Coherent structures of m = 1 by low-Stokes-number particles suspended in a half-zone liquid
bridge of high aspect ratio: Microgravity and terrestrial experiments, Phys. Rev. Fluids 7, 014005 (2022).

[3] T. Yano et al., Report on microgravity experiments of dynamic surface deformation effects on Marangoni
instability in high-Prandtl-number liquid bridges, Microgravity Sci. Technol. 30, 599–610 (2018).

[4] G. E. Elsinga et al., Tomographic particle image velocimetry, Exp. Fluids 41, 933–947 (2006).
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Interplay between Marangoni effect and buoyancy in absorption process
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I. INTRODUCTION

Absorption technology is attracting significant attention due to its potential for sustainable and energy
efficient heating and cooling. More broadly, gas absorption by fluids plays a critical role in a wide range
of applications, including environmental control, chemical engineering, and space technology. A small
perturbation in absorption on the free surface of a fluid causes variations in surface tension, which result
from changes in concentration and temperature. These variations create shear stress that drives the fluid
along the interface toward regions of higher surface tension, a phenomenon known as Marangoni flow.
The use of Marangoni convection to enhance heat and mass transfer at absorbing interfaces has attracted
considerable interest, particularly in heat exchanger applications[1]. The absorbing liquid typically has a
large interface, with its thickness depending on the specific application. Three processes interact in this
context: absorption, Marangoni effects (both solutal and thermal), and buoyancy. The interplay between
the Marangoni force and buoyancy can lead to oscillatory regimes. In practice, surfactants are often used
to enhance Marangoni convection, altering the balance between Marangoni and buoyancy effects. We
suggest a different approach to study this competition, specifically by reducing gravity. To realistically
simulate gravity variations, we consider levels corresponding to Earth, Mars, the Moon, and the Space
Station (microgravity).

II. PROBLEM FORMULATION

FIG. 1: (a) Geometry of the problem and boundary conditions of the model L = 75 mm, h = 10 mm; (b) Local
perturbation of mass fraction; (c) Mesh refinement near the interface.

The LiBr − H2O mixture is confined in a cavity of length L and height H, as shown in Fig.1a.
This study examines convective instability in a LiBr–water binary mixture that absorbs water vapor.
During the process, the water is absorbed from the gaseous medium in contact with the solution, while
LiBr neither consumed nor added to the solution. Thus, the phase boundary remains impermeable to
LiBr, displaced by the entry of the absorbate into the solution. During entire absorption process, the
temperature and concentration at the interface are continuously related by equilibrium conditions[2].
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Te = A1 +A2we (6)

Here T is the temperature, w is the mass fraction, A1 and A2 are the coefficients depending
on the mixture and the subscript e means equilibrium. The absorption problem is described by the
Navier–Stokes, heat, and mass transfer equations which can be found in our recent publication[3][4][5],
here we indicate that first ten seconds we leave for uniform absorption and then introduce a perturbation.
To do this, the mass fraction distribution within the localized perturbed region is modelled as a cosine
function.

III. RESULTS

This study investigates the dynamics of absorption under varying gravitational conditions: Earth,
Mars, Lunar, and Microgravity. The Marangoni and buoyant (in the presence of gravity) flows were
initiated by small perturbations in the composition at the center of the cell. The development of the flow
and its propagation from the center to the side walls occurred more rapidly with decreasing gravity.

FIG. 2: The time–space map presenting the evolution of the mass fraction at the interface at Earth, Mars, Moon
and zero gravity during 60 s. The white dashed lines in the case of Earth and zero gravity indicate the intermediate
regimes that have recently been studied in detail[3][4].

In the presence of gravity, the coupling between solutal, thermal, and buoyant convection exhib-
ited both competing and cooperative effects, most visibly manifesting in the space–time maps of mass
fraction. These maps revealed how gravitational forces influence flow patterns, showing well-defined,
periodic behavior in Earth gravity. As gravity decreased, the patterns became increasingly complex and
less regular. The strength of the periodicity in the flow patterns is highly gravity-dependent. Earth grav-
ity displayed the most regular periodic behavior, while Lunar gravity showed near-periodic oscillations,
and Martian gravity exhibited quasi-periodic behavior which is still questionable. In micro-gravity, the
absence of buoyancy forces led to irregular patterns with no clear periodicity.

[1] H. Daiguji, E. Hihara, and T. Saito, “Mechanism of absorption enhancement by surfactant,” Int. J. Heat Mass
Transfer 40, 1743–1752 (1997).

[2] N. Grigoreva and V. Nakoryakov, “Exact solution of combined heat- and mass transfer problem during film
absorptions,” J. Eng. Phys. 33, 1349–1353 (1997).

[3] P. F. Arroiabe, M. Martinez-Agirre, A. Nepomnyashchy, M. M. Bou-Ali, and V. Shevtsova, “The effect of
small perturbation on dynamics of absorptive LiBr–water solution,” Phys. Fluids 36, 022119 (2024).

[4] P. Arroiabe, M. Martinez-Agirre, and M. M. Bou-Ali, “Numerical analysis of different mass transfer models
for falling film absorbers,” Int. J. Heat Mass Transfer182, 121892 (2022)

[5] P.F. Arroiabe, M. Martinez-Agirre, M.M. Bou-Ali, V. Shevtsova, Influence of gravity on dynamics of absorb-
ing binary mixture, Acta Astronautica, 229, 270-276 (2025)
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Numerical simulations are used to analyze the potential of thermocapillary flows for sloshing re-
duction in microgravity. The dynamics of a free surface, excited by thermal modulations at the lateral
boundaries, are analyzed first [1] and characterized by the displacement of the contact points [2]; see
Fig. 1(left). A frequency sweep is used to obtain a Bode-type diagram that reveals a resonance peak in
the vicinity of the first sloshing mode. The ability of thermocapillary flows to excite this sloshing mode
suggests a control strategy that uses thermal modulations to dampen sloshing motion. A classical PID
controller is implemented, which produces an output signal ∆T that is applied anti-symmetrically at the
lateral walls of the container. Its performance is characterized via the functional P = (1 − λ)τ + λκ,
which allows for a trade-off (by varying λ ∈ [0, 1]) between the damping of sloshing, measured via
decay time τ , and the cost of implementing the control κ. We minimize P and determine the assocated
Pareto front; see Fig. 1(right). Results show that thermocapillary controllers are generally able to reduce
τ by a 50% factor, with reasonable cost and ∆τ . A novel strategy combining thermocapillary control and
passive baffles is further assessed, where baffles play a key role and significantly alleviate the thermal
requirements associated with the control; see the lower curve of the right panel. Finally, the aforemen-
tioned strategies are tested against a reboosting maneuver of the ISS, showing their potential for sloshing
reduction in microgravity.

FIG. 1: (left) Sketch of the 2D numerical model including a centered vertical baffle.(right) Pareto front of the
thermocapillary-based controller with (lower curve) and without (upper curve) baffle.

[1] D.Gligor, P. Salgado Sánchez, J. Porter and J. M. Ezquerro, Thermocapillary-driven dynamics of a free surface
in microgravity: control of sloshing, Phys. Fluids 34, 072109 (2022).

[2] D. Gligor, P. Salgado Sánchez, J. Porter and I. Tinao, Thermocapillary-driven dynamics of a free surface in
microgravity: respone to steady and oscillatory thermal excitation, Phys. Fluids 34, 042116 (2022).

[3] C. Peromingo, D. Gligor, P. Salgado Sá nchez, A. Bello and K. Olfe, Sloshing reduction in microgravity:
Thermocapillary-based control and passive baffles, Phys. Fluids 35, 102114 (2023).
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Various strategies for enhancing the melting rate of phase change materials (PCMs) are analyzed
numerically. First, we investigate melting dynamics in trapezoidal and triangular containers that incor-
porate a free surface supporting thermocapillary flow [1]; see Fig. 1(left). The analysis is then extended
to consider the additional effects of natural convection and variations in container geometry motivated
by the natural shape of the advancing solid/liquid front [3]; see Fig. 1(right). This final analysis evalu-
ates melting dynamics for both individual and combined enhancement strategies. The efficacy of each
strategy is quantified using the associated melting time τ , which is compared to τ0 for the reference case:
a rectangular PCM domain with heat transferred purely by conduction [3]. The inverse ratio G = τ0/τ
defines the enhancement factor. Comparisons are made for small and large values of the applied ther-
mal forcing and for different (aspect) ratios between the vertical and horizontal lengthscales of the PCM
domain.

FIG. 1: Sketches of the setups used in numerical models: (left) trapezoidal container, (right) rectangular and
optimal containers. This optimal container is suggested by the natural shape of the advancing solid/liquid front in
a semi-infinite domain.

[1] A. Borshchak Kachalov, P. Salgado Sánchez, U. Martı́nez, J. Fernández and J. M. Ezquerro, Optimization
of thermocapillary-driven melting in trapezoidal and triangular geometry in microgravity, Int. J. Heat Mass
Transf. 185, 122427 (2022).

[2] A. Borshchak Kachalov, P. Salgado Sánchez, J. Fernández and K. Olfe, Enhancing the melting of phase change
materials via convective flows and container geometry, Int. Comm. Heat Mass Transf. 158, 107922 (2024).

[3] P. Salgado Sánchez, J. M. Ezquerro, J. Fernández and J. Rodrı́guez, Thermocapillary effects during the melting
of phase change materialsin microgravity: Heat transport enhancement, Int. J. Heat Mass Transf. 163, 120478
(2020).
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Phase Change Materials (PCMs) have gained significant attention for their potential in effective ther-
mal management of space systems. PCM based heat accumulators are widely used in electronic payloads
in Spacecraft, Orbiters, and Landers, for the temperature control ensuring reliable operation under strin-
gent environmental conditions. In this study, we investigate the effect of variable gravity and its relative
orientation with the global temperature gradient on the performance of the PCM-based heat accumulator.
The results reveal the effect of orientation (α ∈ [0◦, 180◦]) on the flow dynamics of melted PCM and
therefore, on the prevailing mode of thermal convection. For α = 0◦, the flow dynamics are governed by
thermal plumes and chaotic fluid motion, which evolves to the formation of a single, clockwise-rotating
large-scale circulation due to shear effects at higher orientation, (i.e., α > 0◦). A strong dependence
of heat transfer on orientation is shown in Fig. 1, where the Nusselt number increases with α due to
enhanced convective heat transfer and reaches its highest at α = 60◦. At higher angles α > 90◦, the con-
vection is suppressed by conduction, leading to decreased Nusselt number and inefficient melting. The
reduction in gravity creates a destabilizing effect on the evolution of the flow structures and reduces the
melting rate of PCM significantly. For instance, the slower melting rate under low gravity ‘0.1g’ requires
approximately three times the duration 3000 s to achieve 75% of PCM melting, which is attained in just
1000 s under standard gravity (‘g’). These insights are crucial in ensuring maximum heat accumulation
and efficient phase transition in PCM-based applications.

FIG. 1: Volume-time-averaged Nusselt number ⟨Nu⟩τ as a function of the orientation angle (α). Inset contour
plots show temperature (Θ) superimposed with velocity streamlines at τ = 0.066(300 s), illustrating the convec-
tion evolution phase under the standard gravity.
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Recent research has shown the potential of thermocapillary convection for enhancing heat transfer
within PCMs, making it a promising alternative to improve their performance as thermal control devices
in space applications [1]. In this work, a novel dual-PCM approach is proposed that combines a pri-
mary, thermocapillary-enhanced PCM, with a secondary, highly conductive PCM. The underlying idea
is that the secondary PCM substitutes the primary one over portions of the domain where thermocap-
illary convection is less effective. We explore the rectangular containers filled with n-Octadecane and
gallium in trapezoidal and triangular partitions, respectively; see Fig. 1 (left). A detailed assessment
of the improvement achieved in the overall heat transfer rate and energy storage capacity is provided.
Compared to rectangular containers holding solely n-Octadecane [2], melting times are reduced up to
88% and 71% for short and large containers. Further, the total energy storage capacity exhibits up to
a 44% increase [3]]. These results demonstrate that the proposed dual-thermocapillary-enhanced-PCM
approach presents a promising alternative for space missions as well as terrestrial applications.

FIG. 1: (left) Sketch of the dual-thermocapillary-enhanced PCM approach. (right) Storage enhancement (P) as a
function of the dual-PCM geometry for small (blue) and large (red) containers.

[1] J. Porter et al., The ‘Effect of Marangoni Convection on Heat Transfer in Phase Change Materials” experiment,
Acta Astron. 210, 212–223 (2023).

[2] P. Salgado Sánchez, J. M. Ezquerro, J. Fernández and J. Rodrı́guez, Thermocapillary effects during the melting
of phase change materialsin microgravity: Heat transport enhancement, Int. J. Heat Mass Transf. 163, 120478
(2020).

[3] K. Kansara, P.. Salgado Sánchez, S. Signh and A. Borshchak Kachalov, Innovative Dual-PCM approach for
energy storage enhancement during thermocapillary-driven PCM melting in microgravity, Int. J. Heat Mass
Transf., under review.
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As many studies show, convective instability in a small evaporating sessile droplet is a complex and
multifactorial phenomenon, the description of which is not reduced to simply calculating the Marangoni
number and comparing it with some critical value [1] . The development of analytical approaches makes
it possible to clarify the theoretical description of these processes by appealing to ”first principles”.

We used an alternative form of the general solution of the linearized stationary axisymmetric Navier-
Stokes equations for an incompressible fluid in spherical coordinates [2] to describe heat and mass trans-
fer in a sessile evaporating droplet (Re ≪ 1, Pe ≪ 1). An analytical calculation of the temperature
profile for a hemispherical water drop corresponding to a constant substrate temperature is carried out
[Fig. 1 a-b]. It has been established that the temperature difference does not depend on the droplet size.
The temperature profile that presented here corresponds to a relative humidity of 50%). Analytical cal-
culation of the radial flow [3] that is responsible for the coffee ring effect [Fig.1 c], and the Marangoni
flows corresponding to a given evaporation rate and heat-absorbing properties of the substrate [Fig.1.d]
are carried out.

Also, solutal Marangoni convection in a small hemispherical drop of binary solvent was investigated.
Evaporation was assumed to be slow enough for the quasi-stationary approximation to be valid. The
smallness of the Peclet number was also accepted, which corresponds to relatively small velocity of
convective flow in relation to the velocity of diffusion transfer of the impurity. In this case, the Marangoni
number can have a value in the range from 1 to several tens. The model was tested on water-ethanol
and ethanol-hydrogen peroxide systems. The streamlines of convective flows were visualized, and the
conditions for their occurrence were considered [4] .

FIG. 1: See description in text

[1] A.M.J. Edwards at al. Phys. Rev. Lett. 121 (2018), 184501.
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Nanofluids are colloidal dispersions made of nanoparticles of diameter 1-100 nm in a base liquid.
Nanoparticle suspension with moderately dense concentration naturally exhibits the dependence of all
thermophysical properties on the local particle concentration. In fact, in heat transfer applications they
are purposefully employed to enhance the thermal conductivity of the carrier liquid. We investigate the
thermocapillary instability in a layer of nanofluid heated at the substrate and exposed to the gas phase
at its interface when the thermal conductivity of the layer varies linearly with the volume concentration
of nanoparticles with the factor a and in the presence of the Soret effect. The left panel of Figure
1 displays the threshold values of the monotonic and oscillatory thermocapillary instability. We note
that the nanofluid with a relatively small a displays monotonic thermocapillary instability. However,
an oscillatory thermocapillary instability emerges for higher values of the parameter a. We infer that
the onset of oscillatory instability takes place due to the disparity of the diffusional timescale of the
nanoparticle concentration and that of thermal diffusion measured by the Lewis number L. Interestingly
enough, we observe that the critical value of the parameter a = ac where the instability switches from
one kind to another varies with the Lewis number as ac ∼ L2, as shown in the right panel of Figure 1.
Hence, suspensions with a fast concentration diffusion require larger values of a to exhibit the oscillatory
thermocapillary instability.

FIG. 1: Left panel: Variation of the critical thermal Marangoni number MT with the thermal conductivity stratifi-
cation parameter a for L = 10−3. The symbols U , U†, and S denote the domains with one real positive eigenvalue,
with two leading complex conjugate eigenvalues with a positive real part, and that of stability, respectively; Right
panel: Variation of the critical thermal conductivity stratification parameter ac with the Lewis number L in the
case of heating at the substrate for a certain parameter set. The dashed line represents the data fit ac ∝ L2 with the
factor of 8.80× 102.

This work is supported by the grant from the European Union’s Horizon 2020 research and innovation
program under the Marie Skłodowska-Curie Grant # 955612(NanoPaInt).
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Jean Cousin 58 Úrsula Martı́nez 44, 45,94,
Jean-Pierre Delville 8 Uwe Harlander 38, 48
Jeanette Hussong 92 Uwe Thiele 85
Jeff Porter 41, 100 Vadim Nikolayev 30
Jesus Garcia-Moreno Caraballo 81 Valentina Shetsova 96
Jinan P 37 Victor Multanen 26
Joe A. Adam 22 Victoria Lapuerta 98
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